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10.2 Overview of Research Activities

We have developed GENESIS (Generalized-ensemble simulation system) software for high-performance molec-
ular dynamics (MD) simulations of various chemical and biological systems. Using GENESIS, we can carry out
MD simulations based on atomistic and coarse-grained molecular models. The atomistic model allows us to
include accurate molecular interactions between biomacromolecules, while the available system size and simula-
tion time are limited due to the required computational resources. We therefore consider combining simulations
based on the atomistic model with those with coarse-grained models for simulating cellular-scale phenomena
on Fugaku supercomputer. Now, in GENESIS, various coarse-grained models, such as AICG2+ for protein,
the 3-site-per-nucleotide (3SPN) model for DNA, which were previously developed in CafeMol, a coarse-grained
MD simulator.
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GENESIS also includes various enhanced conformational sampling methods for explore wider conformational
spaces of biomacromolecules. In collaboration with Laboratory for biomolecular function simulation, RIKEN
BDR, we added Gaussian accelerated replica-exchange umbrella sampling (GaREUS) method and free-energy
perturbation (FEP) calculations in the latest version of GENESIS. These methods will be applicable to in-silico
drug discovery.

The performance of GENESIS has been greatly improved in the new non-bonded interaction kernels of the
next major release (GENESIS 2.0 or later). This kernel was optimized to the ARM CPU architecture in Fugaku,
allowing us to simulate slow conformational dynamics of biomolecules in cellular environments. We also used
GENESIS for biological applications, such as Calcium ATPase and Heme transporters in biological membranes.

10.3 Research Results and Achievements

10.3.1 Development of GENESIS on Fugaku supercomputer

In the last fiscal year, we developed GENESIS MD software to carry out cellular scale molecular dynamics (MD)
on Fugaku supercomputer. It includes the optimization of program algorithm and modeling of the system.

10.3.1.1 Optimization of real-space non-bonded interaction

In MD with all atom model, there are bonded and non-boned interactions. Bonded interactions includes
those of bond, angle, and dihedral angles. Non-bonded interactions consist of van der Waals and electrostatic
interactions. Electrostatic interaction is separated into real- and reciprocal-space interactions. At moderate
number of processors, the main bottleneck is the van der Waals and real-space electrostatic interactions. To
accelerate the speed on Fugaku, we designed a new algorithm to minimize the operand waiting time. Array
of Structure (AoS) and Structure of Array (SoA) types are appropriately assigned to maximize the overall
performance. L1 cache prefetch is applied to minimize the memory access time. The new algorithm accelerates
the speed on Fugaku more than twice compared to the algorithm used on K computer.

10.3.1.2 Optimization of reciprocal-space interaction

The reciprocal-space electrostatic interaction can be understood by applying fast Fourier transform (FFT). Be-
cause FFT requires global communications, it becomes the main bottleneck for very large number of processors.
To accelerate the reciprocal-space interaction, we developed new algorithm of charge grid data generation. With
the new algorithm, we can reduce the number of operations before/after forward/backward FFTs. It also allows
us to reduce the FFT grid points. In addition, we made a tool to decide the best FFT scheme automatically
from given number of processors. These developments accelerates the speed of the reciprocal-space interaction
more than twice.

10.3.1.3 Optimization of multicopy enhanced sampling scheme on Fugaku

With multicopy enhanced sampling schemes, we prepare many replicas with different working conditions. To
optimize the speed with these schemes, the communication among processors in the same replica should be
minimized. For this, we defined three-dimensional indicies of MPI ranks and replicas, and mapped these
indicies to multi-dimensional network topology of Fugaku.

10.3.1.4 parallel file input/output for large scale MD simulations

Parallel file input/output (I/O) are used in GENESIS for large scale MD to avoid memory problem in reading
and writing files. The original parallel file I/O in GENESIS has the problem that we need to regenerate parallel
files whenever working conditions are changed. For example, when MPI processor number is changed, we should
rewrite the parallel file by spending at least a few hours. In the newly developed parallel file I/O, we do not
need to regenerate parallel files in spite of changed working conditions.

10.3.1.5 modeling of cellular scale system

In living cells, a number of macromolecules such as proteins, nucleic acids, and lipids interact with each other.
It is thought that their reactivity and stability are changed by recognizing each other. It is a fundamental
issue to understand the mechanism of such processes. However, studying environments which include numerous
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Figure 10.1: Strong scaling result of GENESIS on Fugaku.

macromolecules of different types is very difficult due to the enormous amount of calculation required. We pre-
viously developed a multi-scale modeling protocol that starts from coarse-grained (CG) model and increases the
resolution step-by-step. This was applied successfully for assembling the first atomistic model of the cytoplasm
of a small bacterium, Mycoplasma genitalium. We applied a very similar protocol as described previously for
assembling proteins, nucleic acids, metabolites, ions, and water in a highly packed cytoplasmic model with much
faster speed of equilibrium process. Finally, we could prepare the cytoplasmic systems with ∼100 million and
∼1.5 million atoms. This is used for a multi-copy enhanced sampling method on Fugaku.

10.3.1.6 benchmark result on Fugaku

Due to the developments described above, we obtained 31.77 ns/day, 14.59 ns/day, and 11.88 ns/day for 101.05
million atoms (101.05M), 808.43 million atoms (808.43M) and 1.1511 billion atoms (1.1511B) systems (Figure
10.1). When we apply a multi-copy enhanced sampling scheme named the generalized REST (gREST) with 54
replicas,we could obtaine 5.37 ns/day and 2.75 PFLOPS.

10.3.2 Investigatio of the Reaction Pathway on the E1/E2 transition of Ca2+–
ATPase

Sarco(endo)plasmic reticulum Ca2+–ATPase is a representative protein of P-type ATPases, which transports
Ca2+ across membrane against a large concentration gradient (104 times) by utilizing ATP hydrolysis. The
protein consists of three cytoplasmic domains and ten transmembrane (TM) helices. According to the E1/E2
theory, it exhibits at least two different states, E1 and E2. Structural and biochemical studies have suggested
functional roles of coupled motions between the cytoplasmic domains and the transmembrane helices in the
reaction step between the two states. It is, however, difficult to observe the atomistic information of reaction
pathway for experimental studies. Therefore, we calculated the reaction pathway on the step and the free-energy
profile by using GENESIS (Figure 10.2) We analyzed the conformational changes on the reaction pathway. As
a result, we suggest a series of structural changes, domain motions of cytoplasmic domains, and rearrangement
of transmembrane helices, and then gating motion.

10.3.3 Simulating large-amplitude transitions in proteins with a coarse-grained
Go-model

Molecular dynamics (MD) simulations of biomolecules are widely used to investigate conformational dynam-
ics and structure-function relationship. All-atom (AA) models provide the most accurate description of the
underlying dynamics. However at present, even with the fastest computers, the time-scale obtainable with
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Figure 10.2: Reaction step between E1 ∼ P•2Ca2+·ADP (left) and E2P (right) states of Ca2+-ATPase.

an atomistic simulation is up to a millisecond, whereas biologically relevant motions occur at the time scale
of milliseconds to seconds. To overcome this, coarse-grained (CG) modeling can be utilized. The use of CG
models reduces the computational time by several orders of magnitude, allowing access to biologically relevant
time-scales.

In the first work (Figure 10.3), we used the dual-basin (DB) Go-model, which is a structural-based CG
model, for simulating conformational transitions between two known structures of a protein. The DB potential
is formed by mixing two single-basin potentials and includes system-dependent parameters. The determination
of parameters however, is usually not straightforward and can be time consuming.

We developed an efficient scheme to determine the mixing parameters using the Multistate Bennett Accep-
tance Ratio (MBAR) analysis method after short simulations with a set of parameters. In the scheme, MBAR
allows us to predict observables at various unsimulated conditions, which are useful to improve the mixing
parameters in the next round of iterative simulations. The number of iterations that are necessary for obtaining
the converged mixing parameters is significantly reduced in the scheme.

We applied the scheme to several proteins, for showing the effectiveness in parameter determination. After
obtaining the converged parameters, the proteins show frequent conformational transitions between open and
closed states, providing the theoretical basis to investigate structure dynamics-function relationships of the
proteins.

Next, we extended the DB model to a general multi-basin (MB) model for realizing conformational transitions
in multi-domain protein with more than two labile domains. For such proteins, the previously developed DB
model could not describe the structure of intermediate states because experimental structures are usually not
available for them.

In our second work (Figure 10.4), we described intermediate structures by assuming that they have partial
inter-domain contacts with respect to both reference structures, i.e. their potential can be described as some
combination of the end-states potentials, thus obviating the need for obtaining their experimental structures.
In addition, we use the MBAR analysis method for an efficient determination of mixing parameters.

We demonstrated the use of the MB Go (MBGo) potential on the enzyme Adenylate Kinase. We sampled
multiple transitions between its open, closed and the intermediate states, and characterized transition pathways
and structural ensembles at each basin. We demonstrated that with the MBGo potential, unconstrained time-
dependent dynamics can be obtained in a reasonable simulation time. The obtained trajectories can be analyzed
in any desired reaction coordinate, serving as a ground for endless possibilities to study structure function
relationship in proteins.
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Figure 10.3: Top: Open and Closed conformations of the Glutamine-binding protein. Bottom: overall scheme
describing mixing parameter optimization using MBAR analysis.

Figure 10.4: Schematic description of the conformational transition pathways of a protein with two labile
domains.
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Figure 10.5: Comparison of diffusion coefficient calculated from the gREST and the conventional MD simula-
tions.

10.3.4 Theoretical Study of Lateral Diffusion of Heme on Lipid Bilayer

In vertebrate, heme is abundant source of iron for infected bacterial pathogen. Bacteria have elaborated elegant
system to acquire free heme from environment. Free heme that escape from the system tend to partition into
the cell membrane and disrupt the structure of lipid bilayer. In this study, we aim to analyze the behavior
of heme on the membrane. To this end, we adopted the gREST method to enhance lateral diffusion of heme.
In the gREST simulation, the effective temperature of the specific part of the system (“solute region”) is
increased and therefore can effectively simulate the diffusion process of heme. We considered several conditions
for gREST simulation and selected three efficient ones for further sampling (∼ 50 ns/replica). For comparison,
we performed five independent conventional MD simulations (300 ns each). Figure 10.5 summarize diffusion
coefficients calculated from the trajectories. Although gREST slightly enhanced diffusion, further consideration
is obviously necessary to drastically increase its efficiency.

10.3.5 Implementation of CG models in GENESIS

One of the long-standing challenges in computational biophysics is to achieve the balance between force-field
accuracy and sampling adequacy. Among the multiscale approaches, coarse-grained (CG) models have achieved
great success in studying the long time-scale dynamics of large biomolecules.During the last year, we imple-
mented the most popular CG models into GENESIS, to provide the biophysical society a versatile platform
for running general purpose MD simulations. Specifically, we focused on the recently developed CG models
at the resolution of roughly 10 atoms per bead, which have been shown to work consistently and compatibly
with each other. These models include the atomic interaction-based CG model version 2+ (AICG2+) for pro-
tein,the 3-site-per-nucleotide (3SPN) model for DNA, and a structure-based model for RNA. In addition, we
employed the hydrophobicity scale (HPS) model and the Kim-Hummer (KH) model for the intrinsically disor-
dered regions in protein.5 As for the inter-molecular interactions between protein and DNA, we considered the
Debye-Huckel type electrostatics for the sequence-non-specific binding and the position-weight-matrix-complex-
structure (PWMcos) integrated model for the sequence-specific recognition.6 We have implemented and tested
all the above-mentioned models in GENESIS.

After the implementation of the interactions, we determined a unified set of parameters such as cut-off
values for short-ranged and long-ranged interactions, respectively. We also developed cell-linked list method for
utilizing the pair-list method for each interaction term. Via these developments, the CG models in GENESIS
are now ready for use.
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10.3.6 Development of a singularity-free dihedral angle potential in CG

The classical dihedral angle potential has a singularity problem when three adjoining particles are colinearly
aligned. The CG MD simulations are more susceptible to this problem. By introducing a modulating function as
a multiplier and found suitable parameters based on statistics, we solved the singularity problem and combined
the new potential with existing CG models seamlessly. By apply our new potential in the simulations of designed
and real biomolecules, we showed that our method was not only computationally efficient, but also robust in
practical numerical calculations.

10.4 Schedule and Future Plan

In the next fiscal year, we plan to design a better parallelization scheme of coarse-grained MD for cell-scale
systems with large number of particles. We also consider further optimization to gain better performance on
the Fugaku. As applications, we will use the current models to study the phase behaviors of biomolecules in
physiological processes such as genome organization and gene expression.
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