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10 system board section

This section consists of six boards that exchange the data needed for computation (or
the computational results) to and from the local or the global file system, outside the
rack.
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System board section

A total of 24 system boards, 12 each for the top and bottom, are mounted. Each board
has four CPUs. There is a cooling-water hose mounted at the front, and safety valves
are also provided at the water hose side and board side not to leak the water while
taking in/out the board during operation.
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Cooling tubes

These cooling-water supply tubes are equipped with sensors that constantly monitor
the water pressure, temperature and condensation, etc.
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The power-supply section is a fully redundant design for the highest reliability. It is
able to continue to run the system in a failure in one power supply unit.
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Service processor board
The service processor board controls the rack to perform the initialization of system boards as well as the monitoring of errors,

failures, and anomalies. The service processor boards are configured redundantly for higher reliability, and two boards are installed
for each rack.
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System overall image
The K computer is configured with 864 racks.
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“Slanted implementation”to support cooling and high density

By installing the system board slantingly with respect to the rack, we have realized a
hybrid water/air cooling method and made it possible to attain high-density
implementation.
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System disk

This disk stores the OS (operating system) that is used on the system board and 10
system board.

H0E 80cm X BfTE 95cm X&mE 206cm  EE HK1.5t
Width 80cm X Depth 95cm X Height 206cm  Weight: 1.5t max.
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The system board
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Achieving low power consumption and a low failure rate with a water cooling system
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The system board

The system board is a principal electronic circuit board in electronic apparatus within the computer.

A single system board of the K computer contains four compute nodes. One compute node is configured with a CPU chip, eight memory modules, and a LS| for the
network (ICC: Interconnect controller).
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An innovative hybrid water/air cooling system
We have adopted a high-efficiency water cooling system to cool the major components such as CPU and ICC, which generate heat in the operation of the K computer. As a
result, we've attained a low failure rate and improved component life, which are essential for a large-scale system comprising a massive array of components. On the other

hand, certain components—like memory—are cooled by air. Through the effective use of both water cooling and air cooling, we have achieved a high-density
implementation.

Water-cooling module
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Interconnect controller (ICC)
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K computer

The newly developed, world-class CPU tsparce4™ vinifx processor]
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Extreme high speed through the parallel processing of 8 processor cores

The CPU (SPARC64™ VIIIfx) employed in the K computer system contains eight processor cores for the arithmetic operations. The processor cores synchronously perform
parallel processing on multiple data. This CPU provides much faster execution performance than a traditional CPU.
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Implementing high performance along with low power consumption

To develop an efficient supercomputer, it is essential to reduce the power consumption per performance as much as possible. For the K computer system we've used the
45 nanometer semiconductor technology for LSI manufacture, which makes it possible to incorporate numerous transistors. We've also incorporated design schemes such
as turning off the circuit that is not needed in instruction execution, in order to reduce power consumption during operation.

Additionally, the junction temperature of the transistor in the chip is maintained at 30°C during operation through the use of a high-efficiency water cooling system. This
reduces power consumption as well as the failure rate. Consequently, we have achieved 2.2 gigaflops per watt, which is the world's top class performance per power
consumption in general-purpose CPUs.
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Reliability improvement

Overall system reliability depends on the improvement of reliability of the CPU. The K computer’s CPU incorporates a recovery function that will automatically re-execute
the command in the event a failure occurs. It can recover automatically without stopping the system operation, and accordingly the overall system reliability is much
improved.
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The network
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Interconnect with 6-dimensional mesh/torus topology
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Innovative interconnect: Tofu

The K computer is equipped with more than 80,000 compute nodes. To meet the data-exchange requirements among such a huge number of compute nodes, Tofu has
been developed as a network (interconnect) connecting the nodes and exchanging data needed for computation. Tofu is an innovative network connecting nodes with 6-
dimensional mesh/torus topology. One unit of Tofu comprises 12 nodes arranged in a three-dimensional cube. Each node is linked to six neighboring nodes located up-
and-down, left-and-right, front-and-back within the neighboring unit, and each dimension is configured to form a ring. Tofu is a direct-link network in which nodes are
interlinked. Data is transferred in a bucket-relay fashion within the network until it reaches the destination node.
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Ensuring high reliability and availability

The traditional three-dimensional torus topology has a shortcoming in that, if one node within the network configuration fails, data cannot be exchanged. In some cases
the entire system may be halted. However, in Tofu the network configuration is subdivided into multiple regions. Consequently, the processing jobs are flexibly assigned to
effectively use the system, and the alternate path is provided to bypass any faulty location. In the event of a failure in any node, the data can be exchanged to bypass the
failed node. This ensures that the system is up-and-running at all times. Through this system, the K computer, with a vast amount of nodes, offers high reliability and
availability.
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Achieving high communication performance
By various designs on the Tofu to improve the communication performance, such as increased bandwidth (the amount of data that can be transferred at an instant) and
reduced latency (the response time for exchanging data between nodes), the K computer can exhibit its full computational performance capability.
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System Overview
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Towards 10 petaflops

In an ultra large-scale system of the 10-petaflops class, there are numerous issues unimaginable in a system of conventional scale. Only when these
problems are overcome by leading-edge technologies performance at 10 petaflops has been achieved.
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Ultra high speed

Highly effective performance is secured for applications invarious fields,
thanks to the use of a CPU designed for general high-performance
computing. Just four racks of the K computer provide performance
exceeding that of the first-generation Earth Simulator, which was rated
number one in the world by TOP500 during the period from June 2002 to
November 2004. By implementing a thorough high density packaging
architecture for the K computer, we could reduce the area per

performance by a factor of approximately 1/500 as compared to the
first-generation Earth Simulator.
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Superb reliability

The important things in an ultra large-scale system like the K computer,
are: "not to fail,” “not to stop even in a failure,” and “readily repairable.” In
the K computer, we have not only improved the reliability of the CPU,
which is a critical component, but we have also incorporated automatic
switchover and reconfiguration functions for the network, along with a
redundant configuration for the major sections in which backups are

always ready in standby mode. Consequently, we're able to minimize the
impact on operation in the event of a failure.

OEEN
BAMRICHESIFE, TRIVF—IAMDERDT:
DICEENILDBHTEETT, X HEEHD
ENIEFHBROEGEEHEHZH.EE
«@HRU%HE&# EEEDHZ VAT LEREITIE
BRI BE T, DIEEREEBCPUICEWVTIE B
Mi EEEHAETTELGHEENEMEED /NS
VAEERL ERESLANIVOENH Y EREE
KHLTOVET, e, 3IROKASFRDFERIC
SWIRTLEDEAEIML AR >TWET,

Low power consumption

It is extremely important to lower the consumption of electric power —
particularly with such a huge facility to reduce the energy cost. And
because excessive power consumption can significantly shorten the
useful life of the electronic components, lowering electric consumption
also contributes to the implementation of a highly reliable system. For
the CPU— which is the core of the supercomputer — we not only
achieved extremely high performance but low power consumption as
well, by achieving the world’s highest level of performance per electric
power of the CPU. Moreover, we employed a highly efficient water
cooling system that effectively reduces the system’s total power
consumption.
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A system trusted by researchers and engineers in all fields
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In order to accommodate a variety of applications from a broad range of users, we are implementing user-friendly systems as part of the K computer’s

offering of world-class performance.
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Versatility and high scalability

The K computer provides Linux-based OS in addition to Fortran and
C/C++ language environments, which are broadly used in the
sciences and technical fields so that various researchers and
engineers can enjoy the high performance of 10 petaflops in a
user-friendly environment. Moreover, it supports MPI, a standard

library for parallelization. Thus the K computer facilitates
general-purpose applicability and a very degree of scalability.
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Parformance : 10 petaflops
Number of CPUs: Over 80,000

Total memory capacity: Over 1 petabytes
Number of racks: 864 units
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Utilization and research
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The K computer is a general-purpose supercomputer whose power and flexibility is adaptable to everything
from the ultra-microscopic quantum world to the universe, which surrounds us with a seemingly infinite number of galaxies.

The greater understanding of phenomena, present on such an unimaginable scale,
will certainly contribute to the current and future generations of society and the world.
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Challenges and breakthroughs in science and technology

We, in our efforts to maximize the capabilities of the K computer, look forward
to groundbreaking achievements in various fields and accordingly the rapid
development of computational science and technology. To satisfy such high
expectations, in addition to the system’s designation as a supercomputer for
common use (including industrial applications), the Ministry of Education,
Culture, Sports, Science and Technology (MEXT) has created and is operating
strategic programs designed to promote strategic, prioritized research in five
fields to be addressed from the social and national prespectives.
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Field 1

Life science / Drug manufacture

Simulations will be perfomed to understand and
predict new life phenomena in life-science
computation, to support new drug developments that
facilitate greater medical and pharmacololgical
understanding, and to achieve predictable medical
treatment, We can contribute to building a foundation
for a healthy society by expanding the analysis of
large-scale life data based on genome research,
analyzing the behavior of biological macromolecules
within cells, and conducting dynamic analysis of the
layers comprising cells, organs and organisms.
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Field 2

New Materials and Energy Creation

Industry as we know it today is based on materials
such as semiconductors and polymers that emerged
from basic research. Thus the following activities will
produce a torrent of industrial innovations in the
future: ideas by which to search for new quantum
phase and new materials, achieve a deep understand-
ing of material functions, apply discoveries to the
mainstream of basic science and next-generation
electronic devices offering high functionality and
performance, and the efficient generation of
earth-friendly, renewable energy.

3

ICETAHMREH TR

REBHERD
RS R IaL—vay

TRKT — FEHLIC & ZEPRHEOBR - FRRER
(2005%9B4BHLEDRE)

WIRSEDRETCEDHELEEFET
BCEICEY  BRDERPERSERICD
WTHREDBWFANTERLIICEY,
KEDWEEKRBITHESTIENTEE
T Ko  ERE TR TR EEW
WELGE ZTNOENERITHIEHESIERK
EHELVERICTEL, RtARHE -2
BINF— Ry TOBREREILES,

Field 3
Global change prediction for disaster prevention /
reduction

By computing the movement of clouds on a global
atmospheric scale, it becomes possible to accurately
predict the path of a typhoon or a localized torrential
downpour. Consequently, this will help us reduce the
damage resulting from a disaster. Moreover, it will be
possible to more accurately predict earthquakes and
tsunamis, as well as to predict structural damage and
the ramifications of complex dissaster situations in
which these elements are interwined. This will
establish the foundation for the next-generation
mapping of earthquake and tsunami activity.
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Field 4
MONOZUKURI (Industrial Innovation)

The new technologies may be created from large-scale
but highly detailed analysis of complex phenomena.
The combination of optimal technologies may be
discovered that contributes to the development of
new products that deal with critical future topics, such
as resource recycling products. It may become
possible to evalute multifaceted characteristic - such
as performance, efficiency, comfort, and reliability - by
diagnosing the product as whole, and thereby
contribute to a new, more efficient manufacturing
sector.

vl MEEFH
5

SREMEDRREEMEFEOEEZ
BRERAL T REVI2L—YavIC
LOTCEYINYDSRELETCEBERL K
REFALE T MEZOERARERZA
WO RHF  RF & RBF-2F E5IKE
EPEWYE- 4 -2 —GEETRL,
ZTDIEREFEDFITEVE T,

DiEEFEEEE

Field 5

The origin of matter and the universe

The mission of understanding is, for mankind,
inextricably linked to the universe and our existence
within it. Therefore, to unlock the origins of various
materials or the complex structure of the universe,
events from the big bang up to the current day will be
recreated through numerical simulations, and the
future will be predicted. Using the fundamental
equations of physics, elementary particles, atomic
nuclei, atoms and molecules, as well as stars,
interstellar matter and dark matter, are described. This
will reveal the true character and mystery of birth,
both in the outer sphere and our own life.
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