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Grid: a data parallel C++ 
mathematical object library 

 
https://github.com/paboyle/Grid 
https://arxiv.org/abs/1512.03487

https://github.com/paboyle/Grid
https://arxiv.org/abs/1512.03487


‣ Free (GPLv2) data parallel C++11 library. 
https://github.com/paboyle/Grid 

‣ Multi-platform, most code platform-agnostic. 
SSE, AVX, AVX2, AVX512, QPX, NEONv8, NVIDIA,  
AMD GPUs (experimental) 

‣ Implements popular lattice fermion actions 
(Wilson, DWF, Staggered, …) 

‣ Implements many solvers 
(CG (many flavours), multi-grid CG, Lanczos, …) 

‣ Implements full HMC/RHMC interface

3

The Grid library

https://github.com/paboyle/Grid


4

Grid lattice layout

MPI Cartesian layout 
High-efficiency halo exchange 
Shared buffer and multi-endpoint comms

= [          ]

Vectorised layout

SIMD/SIMT vector
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Explicit examples

= [          ] ~ __mm256d

= [     ] = [ Re Im Re Im ]

6x6 lattice - AVX 256bit SIMD
Lattice of double

Lattice of std::complex<double>

Grid type vComplexD
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Explicit examples

= [          ] ~ __mm256d

= [     ] = [ Re Im Re Im ]

6x6 lattice - AVX 256bit SIMD
Lattice of double

Lattice of std::complex<double>

Grid type vComplexD

Grid type vRealD

Grid --decomposition option



‣ C++ expression template engine 

‣ Site-wise operation automatically parallelised 

‣ 100% vectorised thanks to vector layout 

‣ Loops over sites multi-threaded 

‣ Symbolic gamma matrix algebra 

‣ High-level circular shift operator & stencil interfaces

6

Grid lattice expressions
C = tr(g5*gSnk*q1*adj(gSrc)*g5*adj(q2));
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Performances

Hardware for Lattice QCD

GPU

I typically many processing units

per GPU

(picture of NVIDIA Volta V100

die on the right)

I GPU in supercomputers, e.g.

I Summit (Oak Ridge National

Laboratory):

I Nr 1 in Top500 (200 PFlops)

I 4608 compute nodes, each with

• two IBM POWER9 CPUs

• six Nvidia Volta GV100 GPUs

• connected by NVLink

I Dual-rail Mellanox EDR

Infiniband

[https://images.anandtech.com/doci/11367/voltablockdiagram.png

[talk by P. Boyle, USQCD All-Hands Collaboration Meeting 2019]

Vera Gülpers (University of Edinburgh) E�cient Computing for HEP Feb 18, 2020 11 / 17

Hardware for Lattice QCD

Tesseract

I Extreme scaling service of DiRAC,

hosted by EPCC in Edinburgh

I 1468 compute nodes, each with two

Intel Xeon Silver 4116 processors

I Omnipath interconnect

[talk by P. Boyle, USQCD All-Hands Collaboration Meeting 2019]
picture from https://www.epcc.ed.ac.uk/facilities/dirac

I new: 8 GPU compute nodes:

two Intel Xeon and four NVidia V100 (Volta) GPU accelerators

Vera Gülpers (University of Edinburgh) E�cient Computing for HEP Feb 18, 2020 12 / 17

‣ DiRAC Extreme Scaling (Tesseract):  
hypercubic network topology (HPE SGI-8600 blades)

Grid single precision Dslash, [P. Boyle, USQCD All-Hands Collaboration Meeting 2019]



Hadrons: a Grid-based workflow 
management system 

 
https://github.com/aportelli/Hadrons 

https://doi.org/10.5281/zenodo.4063666

https://github.com/aportelli/Hadrons
https://doi.org/10.5281/zenodo.4063666


Field configuration Observable

‣ In QCD basically: 
Solver - Propagators - Contractions 

‣ More and more involved: 
Deflation, LMA, distillation, n-pt functions…

9

Lattice measurements



‣ Very complicated inputs. 
(100k lines XML files, machine generated inputs) 

‣ Very rigid programs. 
(lots of global variables scattered in the program) 

‣ No safety net. 
(dependency between steps, memory consumption)

10

Things I did not want to repeat
(no hard feelings, just trying to improve 🙂)



‣ High modularity — building a new project is easy. 

‣ Flexible I/O & control — highly customisable input. 

‣ Automatic scheduling — more self-consistency checks.

11

Directions for solutions
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Measurement data flow

Module Environment

I n p u t s

O u t p u t s
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Measurement data flow

Gauge

Solver l

Prop l

Solver h

Prop h

Action l Action h

Mesons

Prop l

Gauge

Prop h

Sources

EV?

…

Configuration file (NERSC, ILDG, …)

HDF5 file



‣ Dataflow diagram: Directed Acyclic Graph. 

‣ Dependency solving: DAG topological sort. 

‣ Memory optimisation 1: garbage collection. 

‣ Memory optimisation 2: constrained topological sort. 

‣ Very likely NP-hard problem: need a heuristic solution. 

‣ So far: genetic algorithm minimising high-water function on 
the space of topological sorts. 

‣ Find a schedule in O(10 min) for big graphs.

14

Scheduling



‣ Hardcoded: risk of code (and bug) duplication. 

‣ ASCII input: too general, complicated input. 

‣ Matter of taste: user should be able to choose. 

‣ Achieved with modules + Grid generic serialisation.

15

Flexible control

Hardcoded C++ ASCII input (e.g. XML)



‣ How to store a whole application (modules, object 
catalog, schedule, …) in an efficient and queryable 
way? (avoiding ASCII things like XML, JSON, …) 

‣ How to build a global, real-time instrumentation of 
physics runs? (again in a simply queryable way) 

‣ How to catalog automatically measurements produced 
by a run with specialised metadata related to physics 
of the run? (again in a simply queryable way)

16

Data considerations



‣ SQLite embedded in Hadrons, no dependencies. 

‣ High-level Database class. 

‣ DB class can execute arbitrary SQL statements and 
return table of string as answer. 

‣ Generic serialisable SQL entry types. 

‣ DB class can serialise and de-serialise any entry from/
to any Grid serialisable type.

17

SQLite DB support



‣ Application DB: store modules and parameters, object 
list with types and footprint, schedule. 
Application can be entirely reconstructed from DB. 

‣ Result DB: catalog of produced result with custom 
metadata. 

‣ Stat DB: real-time statistics on run (2 Hz sampler).

18

Hadrons standard databases
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Stat DB example

UKQCD QCD+QED production run — made using DB Browser (https://sqlitebrowser.org)

https://sqlitebrowser.org
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Full structure

Application

VirtualMachine Environment

Hadrons::

- Module DAG 
- Scheduling & garbage collection 
- DB for modules & objects

- Named object store 
- Memory footprint aware

- High-level control interface 
- DB for profiling and result catalog
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Workflow example

MGauge::Unit

gauge

MAction::DWF

DWF_l

gauge

MAction::DWF

DWF_s

gauge

MSolver::RBPrecCG

CG_l

DWF_l

MFermion::GaugeProp

Qpt_l

DWF_l

MFermion::GaugeProp

QZ2_l

DWF_l

CG_l CG_l

MSource::Point

pt

pt

MFermion::GaugeProp

Qpt_s

pt

MContraction::Meson

meson_pt_ll

Qpt_l Qpt_l

MContraction::Meson

meson_pt_ls

Qpt_l

MSource::Z2

z2

z2

MFermion::GaugeProp

QZ2_s

z2

MContraction::Meson

meson_Z2_ll

QZ2_lQZ2_l

MContraction::Meson

meson_Z2_ls

QZ2_l

MSolver::RBPrecCG

CG_s

DWF_s

DWF_s DWF_s

CG_s CG_s

Qpt_s

MContraction::Meson

meson_pt_ss

Qpt_s Qpt_s QZ2_s

MContraction::Meson

meson_Z2_ss

QZ2_s QZ2_s

MSink::ScalarPoint

sink

sink sink sink sink sink sink

Strange & light meson spectrum 
(trimmed down version of Test_hadrons_spectrum)



‣ Rare kaon decays 
O(10000) modules 

‣ Isospin breaking corrections to light leptonic decays 
O(1000) modules 

‣ Scattering with distillation 
O(1000) modules 

‣ Holographic cosmology 
O(10) modules

22

UKQCD production workflow examples



‣ Actions: Wilson, clover, various flavours of DWF, … 

‣ Solvers: RB prec CG, mixed-precision CG, exact 
deflation (Lanczos) 

‣ Contraction: gamma matrices 2 & 3-pt functions,  
4-quark weak operators, meson & baryons, … 

‣ Distillation, A2A, LMA, … 

‣ Various sources, EM potential generation, sequential 
solves, scalar field theory, other exotic things…

23

Available modules



‣ Grid + Hadrons: cross-platform, high-performance 
lattice software. 

‣ Grid: high-performance data parallel library. 

‣ Hadrons: high-level interface focused on physics 
measurements, using Grid for performance routines. 

‣ Modular structure, with automatic scheduling. 
Aimed at fast & future-proof project development. 

‣ Used in production for a wide variety of calculations.

24

Outlook
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