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Outline

• Preliminaries: motivation and introduction 

• Lattice formulation and the MPS 

• Simulations and numerical results:  
Phase structure of the Thirring model 

• Remarks and outlook (spectrum, real-time dynamics)



Preliminaries



Logic flow

Hamiltonian formalism for QFT

Quantum spin model

MPS & variational method for obtaining the ground state

Compute correlators and excited state spectrum



Motivation

• New formulation for lattice field theory 

• No sign problem 

• Real-time dynamics 

• Future quantum computers? 

In this talk: BKT phase transition



The 1+1 dimensional Thirring model 
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fledged quantum computers (for recent progress, see, e.g. Refs. [79–81]). Indeed, the connections among (discretized
formulations of) quantum field theories, condensed matter models and quantum information techniques are promoting
a fruitful research ground, where the interdisciplinary e↵ort can shed light on various research areas [82–84].

In this work, we concentrate on the investigation of the (1+1)-dimensional massive Thirring model2, with the
Minkowski-space action
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where m denotes the fermion mass, and g is the dimensionless four-fermion coupling constant. The current paper
summarizes our result for exploring the non-thermal (zero-temperature) phase structure of the above theory using
the staggered-fermion regularization [86, 87]. This is the first step in a research programme on studying the Thirring
model with TN methods. As described below in this section, the phase structure of the massive Thirring model
can exhibit features such as infrared (IR) slavery, and the existence of a critical phase with a Berezinskii-Kosterlitz-
Thouless (BKT) transition [88]. Understanding these features in lattice field theory using the TN approach is a
worthy challenge. In particular, the connection between the numerical results and the continuum limit is a non-trivial
aspect of the study, which nevertheless is of fundamental importance for further applications of TN methods to other
quantum field theories. In addition, such exploration is essential for our future long-term work. Our final goal in
this research programme includes the investigation of the model with chemical potential, and various aspects of its
real-time dynamics [89].

The sector of vanishing total fermion number in the (1+1)-dimensional massive Thirring model is known to be S-dual
to the sine-Gordon scalar field theory with zero total topological charge [90]. The sine-Gordon theory is described by
the classical action,

S
SG

[�] =
1

t

Z

d2x

⇢

1

2
[@

µ

�(x)]2 + ↵ cos�(x)

�

, (2)

with two couplings, t and ↵. In Ref. [90], Coleman obtained the duality relations
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where ⇤ is a cut-o↵ scale. In addition to the soliton solutions that can be related to fermions in the Thirring model [91],
the sine-Gordon theory exhibits interesting scaling behaviour and phase structure, which can be understood from
studying its renormalization group (RG) equations [92, 93]. Since this aspect of the theory is important for the
current work, here we describe the scenario in slightly more detail.

For convenience, let us define the following parameters,

t̄ ⌘ 1

t
, and z ⌘ ↵

2t
. (4)

In terms of t̄ and z, the RG equations (RGE’s) of the sine-Gordon theory to O(z3) are [92, 93]
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where µ is the renormalization scale. From these RGE’s, the crucial feature that can be seen immediately, in the limit
z/⇤2 ⌧ 1, is the following scaling behaviour.

2
The massless model was proposed by W. Thirring in 1958 [85] as an example of a solvable quantum field theory.

Conformality of the massless theory

Duality with the sine-Gordon theory



Bosonisation and duality
• Basic ingredients from free field theories  
 
 

• The dictionary (zero total fermion number)
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I. INTRODUCTION
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And similar power law for ψ̄ψ correlators.
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The Bosonization states that the relation between massless fermion and bo-
son correlators is
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where µ is a renormalization scale. This remarkable relation was extended to
the correspondence between the massive Thrring model and the sine-Gordon
model
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In addition, with the regularization and renormalization at mass scale µ, we
find
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3.2 Vortices, kinks and the fermion numbers

The kink current of sine-Gordon model is expressed as
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� , (15)

which is conserved classically. In particular, the kink charge is defined through
the zero component of the kink current
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On the other hand, from the bosonization we see that the kink current and
the kink charge are nothing else but the fermion vector current eq.(3) and the
fermion number.

N ⌘
Z 1

�1
dx + ,

1

2⇡
j
µ

= J
µ

, Q = N .

(17)

Let’s now consider a closed path on 2-dimensional lattice with angles defined
on it, the change in angle must be a multiple of 2⇡,
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Dualities and phase structure
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The K-T phase transition at T ∼ Kπ/2 in the XY model.

The phase boundary at t ∼ 8π separates the phases where the cosine term becomes relevant or irrelevant.
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Quantities Thirring sine-Gordon XY
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Table 2: Correspondence between the massive Thirring model, sine-Gordon
model and the classical XY model.

4 Tensor Network methods

4.1 Singular Value Decomposition (SVD)

4.2 Matrix Product States (MPS)

4.3 Matrix Product Operators (MPO)

4.4 Density Matrix Renormalization Group (DMRG)

5 Preliminaries on the lattice calculation

In this section we will carefully investigate the lattice version of the Hamiltonian,
and the other physical quantities. We will first examine the discretization, and
then write down those quantities in the spin language by the Jordan-Wigner
transformation.

5.1 Staggered fermions in the Hamiltonian formalism

Let’s first consider the staggered fermion in the Hamiltonian formalism. The
di↵erence between the Hamiltonian and action is that the spin diagonalization
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Thirring sine-Gordon XY
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RG flows of the Thirring model
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• In the regime where t̄ >⇠ 1/8⇡, i.e., t <⇠ 8⇡, the operator [cos �(x)] in the sine-Gordon theory is relevant, resulting
in the existence of solitons in the model.

• On the contrary, at t̄ <⇠ 1/8⇡, i.e., t >⇠ 8⇡, the operator [cos �(x)] is irrelevant, and the model is a free bosonic
theory at low energy. In this case, from Eq. (5), the coupling t will be scale-invariant in the IR.

These di↵erent scaling properties imply the existence of a phase transition at t ⇠ 8⇡. To further understand the
nature of this phase transition, we note that the sine-Gordon theory is known to be equivalent to the Coulomb-gas
(vortex) sector of the two-dimensional O(2) � model (the XY model), and the coupling t̄ can be interpreted as the
temperature in the latter3. Therefore, the above scaling behaviour can be shown to be closely related to the BKT
phase transition [88]. In fact, it can be easily verified that RGE’s for the sine-Gordon model, Eqs. (5) and (6), bear
the same characteristics as the Kosterlitz scaling equations [95] for the XY model. This is also in accordance with the
Mermin-Wagner-Coleman no-go theorem [96, 97]. In a recent paper [98], the MPS approach has been implemented
for the XY model to study the BKT transition in statistical physics. As we will demonstrate in this work, performing
computations with the dual Thirring model using the MPS method enables us to probe this interesting phase structure.
In addition, it also allows for future investigation of real-time dynamics of this BKT phase transition [89].

Employing the duality relations in Eq. (3), the sine-Gordon RGE’s, Eqs. (5) and (6), can be rendered into
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with higher-order corrections in (m/⇤)n. These RGE’s govern the scaling behaviour of the massive Thirring model in
the limit m/⇤ ⌧ 1. Equation (7) implies that g always increases towards the IR limit as long as m/⇤ 6= 0, although
it does not signify asymptotic freedom. It also concurs with the fact that the massless Thirring model is a conformal
field theory [85]. To understand the implication of Eq. (8), we first notice that, for the duality relation in Eq. (3) to
be valid, the four-fermion coupling is restricted to be in the range

g > �⇡ . (9)

Since we rely on the duality to understand the RG flow of the model and thus how to correctly approach the continuum,
we need to restrict our exploration to this range of values. With this constraint, the RGE in Eq. (8) leads to the
expectation that a corresponding non-thermal phase transition occurs in the massive Thirring model at

g = g⇤ ⇠ �⇡

2
, (10)

in the regime where m/⇤ ⌧ 1, with the exact value of g⇤ being (m/⇤)�dependent4. While the fermion mass, m,
is a dimension-one coupling and remains relevant in the region g > g⇤, it becomes irrelevant at g < g⇤. Obviously,
equations (7) and (8) predict

ḡ⇤ = lim
(m/⇤)!0

g⇤(m/⇤) = �⇡

2
. (11)

This means that the “fixed line” on the g�m plane, m = 0 where both �
g

and �
m

vanish, is separated into two
sectors, with g < ḡ⇤ being stable and g > ḡ⇤ being unstable. It is also straightforward to show that generically, from
Eq. (8), g⇤(m/⇤) decreases with growing m/⇤ under the condition m/⇤ ⌧ 1. Figure 1 shows qualitatively the above
features for the RG flows of the Thirring model in the regime where �⇡ < g and m/⇤ <⇠ 0.01. Furthermore, Eqs. (7)
and (8) predict that the  ̄ operator becomes irrelevant in the regime g < g⇤(m/⇤), although its classical dimension
is one. This indicates that a large anomalous dimension is generated in the Thirring model. As will be discussed in
Sec. VB, these features can guide the study of the continuum limit of the model.

3
See, for instance, Ref. [94] for the relation between the sine-Gordon kinks and the vortices in the XY model.

4
In Ref. [90], it was pointed out that the spectrum of the massive Thirring model becomes unbounded at g ⇠ �⇡/2, and consequently

the discussion of the duality was restricted to the regime g

>⇠ �⇡/2.
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FIG. 1: Qualitative feature of RG flows of the massive Thirring model based on Eqs. (7) and (8) in the regime where �⇡ < g

and m/⇤ <⇠ 0.01. The arrows present the flows towards the IR limit. The line m = 0 is a fixed line under RG transformation.
It is separated into two sectors, with g < ḡ⇤ being stable and g > ḡ⇤ being unstable.

It should be stressed that the above discussion is based on an expansion in terms of m/⇤. In this project, we
carry out non-perturbative study for the non-thermal phase structure of the massive Thirring model through lattice
simulations, employing the method of MPS. Our investigation can shed light on the scaling behaviour of the theory
beyond perturbation theory.

The rest of this paper is organized in the following way. Section II contains the formalism of the theory that
we simulate, and Sec. III gives details of the numerical implementation. In Sec. IV, we present main numerical
computations in this project. The outcome of these computations is used in Sec. V for addressing the phase structure,
the scaling behaviour, as well as the continuum limit of the massive Thirring model in 1+1 dimensions. We then
conclude in Sec. VI. Preliminary results of this work were presented in our contributions to the proceedings for the
Lattice conferences in Refs. [39, 40].

II. LATTICE FORMULATION AND THE CORRESPONDING SPIN MODEL

In this section, we first describe subtleties in constructing the Hamiltonian at the operator level in the continuum,
then discuss the latticization procedure of the system and the comparison with the quantum spin-chain model. In
our numerical implementation, we use the XXZ-model Hamiltonian in Sec. II B.

A. The Hamiltonian operator at quantum level and the staggered regularization

To perform lattice simulations using the MPS approach, we first have to obtain the corresponding Hamiltonian of
the classical action in Eq. (1). At the quantum level, the Hamiltonian operator cannot be related to the Lagrangian
through a straightforward Legendre transform. The main subtlety arises from quantum e↵ects that modify the current
conservation laws, leading to an ambiguity in defining the vector current that appears in the four-fermion operator
in Eq. (1)5. In the path integral formalism, these e↵ects are easily understood via analysing anomalies that result
from the fermionic measure in a field-redefinition procedure [99]. When working with the operator formalism, this
ambiguity can be accounted for by employing a non-local definition of the currents [100, 101]. As explained in the

5
In 1+1 dimensions, the vector and the axial-vector currents are related to each other.

Perturbative expansion in mass



Lattice formulation and the MPS
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Issue of large Hilbert space & DMRG/MPS
We now turn to the graphical representation of what we are mainly interested in, namely state
vectors of quantum many-body spin systems with n degrees of freedom. An arbitrary state
vector | i 2 (

d
)

⌦n

| i =
dX

j1,...,jn=1

cj1,...,jn |j1, . . . , jni =
dX

j1,...,jn=1

cj1,...,jn |j1i ⌦ · · ·⌦ |jni (17)

with coefficients cj1,...,jn 2 for all indices can be represented by so by a box with n edges,

sometimes also called ‘physical edges’ for obvious reasons.

2.2 Definitions and preparations of matrix product states
2.2.1 Definition for periodic boundary conditions

The definition of matrix product states takes the above tensor and ‘breaks it down’ to smaller
components that are being contracted. A matrix product state [40, 85] of ‘bond dimension’ D
(with periodic boundary conditions) is a pure state with a state vector of the form

cj1,...,jn =

DX

↵,�,...,!=1

A(1)
↵,�;j1

A(2)
�,�;i2

. . . A(n)
!,↵;jn

= tr(A(1)
j1

A(2)
j2

. . . A(n)
jn

), (18)

where the trace and the matrix product are taken over the contracted indices, leaving the phys-
ical indices j1, . . . , jn open. For a fixed collection of physical indices, the coefficients are
hence obtained by considering matrix products of matrices, hence ‘matrix product state’. In a
graphical notation, this can be represented as

.

That is to say, each individual tensor is represented as

and via contraction, one arrives at the above expression. The line connecting the end tensors
reflects the trace in the above expression. This graphical notation will remain very handy in
what follows.
So what is D, the bond dimension? As such, it does not have a direct physical correspondence;
this parameter can be viewed as a ‘refinement parameter’. It will also soon become clear why
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1.3.6 Entanglement spectra

The entropy of entanglement is just a single number, but it should be rather obvious that more
detailed information is revealed when the entire spectrum of ⇢A is considered. In fact, the
collection of all Renyi entropies of ⇢A gives precisely the same information as the spectrum of
⇢A itself. Given a state ⇢A, it is meaningful to consider the entanglement Hamiltonian HA for
which ⇢A = e�HA . In fact, the full entanglement spectrum (so the spectrum of ⇢A) reveals a lot
of important information about the quantum many-body system and is receiving a significant
attention in the context of topological systems and boundary theories [87, 71, 3, 93].

1.4 The notion of the ‘physical corner of Hilbert space’

1.4.1 The exponentially large Hilbert space

We have seen that ground states of gapped quantum many-body models exhibit little entangle-
ment, in fact much less that they could feature. Interactions are short ranged, which not only
means that correlations decay strongly, but also that there is very little entanglement present in
the above sense. This is a basic, but at the same time very important, observation: It appears
in this light that natural ground states (and Gibbs states) seem to explore only a very tiny frac-
tion of Hilbert respectively state space that would in principle be available. Let us not forget
that Hilbert space is exceedingly big: For a spin system of size n and local dimension d, the
dimension scales as

dim(H) = O(dn). (15)

It should be clear that already for moderately sized systems, state vectors can no longer be
stored on a computer in order to numerically solve the system in exact diagonalisations (naively
requiring O(d3n) operations). Surely, one can and must heavily exploit symmetries and spar-
sity patterns in the Hamiltonian to reduce the effective subspace that has to be considered,
and then for moderately sized systems, exact diagonalisations can provide impressive results
[70]. In any case, needless to say, one will encounter a scaling of the dimension of the relevant
subspace that is exponential in the system size.

1.4.2 Small subset occupied by natural states of quantum many-body models

The key insight here is that that the pure state exhibiting low entanglement in the sense of
satisfying an area law constitute a very small subset of all pure states. What is more, this
subset can be well approximated by tensor network states. In the end, the reason for tensor
network methods to provide such powerful tools is rooted in the fact that natural ground states
satisfy area laws (or show small violations thereof). In this sense, one might well say that
the exponentially large Hilbert space ‘is a fiction’, and the ‘natural corner of Hilbert space’
constitutes only an exceedingly small fraction thereof. This somewhat wordy notion will be
made more precise in a minute. One should not forget, after all, that not only ground states
occupy a tiny fraction of Hilbert space, but the same holds true for all efficiently preparable
quantum states: Not even a quantum computer could efficiently prepare all states [97], in
fact a far cry from that. (The picture depicts not only the subset of ground states of local
Hamiltonians, but also matrix product states of some bond dimension D.)
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2 Matrix product states
We now turn to exploiting this insight when grasping quantum many-body states in terms
of tensor network states. We start by introducing a commonly used and quite illustrative
graphical notation. We will then discuss in great detail the concept of a matrix product state
which features in the highly successful density-matrix renormalisation group (DMRG) algo-
rithm [127, 101, 102, 80, 96]. It is worth noting that the history of this concept is actually
quite remarkable: It actually appeared several times independently in the literature. Finitely
correlated states as formulated in an algebraic picture in the language of mathematical physics
[40] can be viewed as translationally invariant infinite matrix product states. In the same year
as finitely correlated states were proposed, they independently emerged implicitly in the sem-
inal work on DMRG by Steve White [127] in the context of condensed-matter physics – even
if it took until much later until the close connection was spotted [80, 68]. In the meantime,
the DMRG method is routinely explained in terms of matrix product states [102], a mindset
that we will also follow. Yet independently, the concept of a tensor train decomposition [52]
emerged in the mathematics literature, which was again found to be essentially equivalent to
the concept of a matrix product state.

2.1 Preliminaries
A tensor can be represented as a multi-dimensional array of complex numbers. The dimen-
sionality of the array required to represent it is called the order of the tensor. A scalar can be
viewed as a tensor or order 0, a vector is seen as a tensor of order 1, a matrix would be tensor
of order 2, and so on. We will make extensive use of the graphical notation that goes back to
Penrose to represent tensors: We will graphically represent tensors as boxes, having a number
of edges defined by the order of the tensor. This is then how a scalar looks like,

these are vectors and dual vectors,

and this
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                 Entanglement-based truncation 
of the Hilbert space 

S. White, 1992;  M.B. Hasting, 2004;  F. Verstraeten and I. Cirac, 2006; …

(Area law of the entanglement entropy)



Matrix product states in a nutshell
We now turn to the graphical representation of what we are mainly interested in, namely state
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with coefficients cj1,...,jn 2 for all indices can be represented by so by a box with n edges,

sometimes also called ‘physical edges’ for obvious reasons.

2.2 Definitions and preparations of matrix product states
2.2.1 Definition for periodic boundary conditions

The definition of matrix product states takes the above tensor and ‘breaks it down’ to smaller
components that are being contracted. A matrix product state [40, 85] of ‘bond dimension’ D
(with periodic boundary conditions) is a pure state with a state vector of the form

cj1,...,jn =

DX

↵,�,...,!=1

A(1)
↵,�;j1

A(2)
�,�;i2

. . . A(n)
!,↵;jn

= tr(A(1)
j1

A(2)
j2

. . . A(n)
jn

), (18)

where the trace and the matrix product are taken over the contracted indices, leaving the phys-
ical indices j1, . . . , jn open. For a fixed collection of physical indices, the coefficients are
hence obtained by considering matrix products of matrices, hence ‘matrix product state’. In a
graphical notation, this can be represented as

.

That is to say, each individual tensor is represented as

and via contraction, one arrives at the above expression. The line connecting the end tensors
reflects the trace in the above expression. This graphical notation will remain very handy in
what follows.
So what is D, the bond dimension? As such, it does not have a direct physical correspondence;
this parameter can be viewed as a ‘refinement parameter’. It will also soon become clear why
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it is called a bond dimension and we will turn to its significance in a minute. Matrix product
states constitute the in many ways most important instance of a tensor network state. They are
of key importance both in analytical approaches as well as in numerical ones, most prominently
in the density-matrix renormalisation group approach. Since we will frequently refer to such
states, we will from now on commonly abbreviate them as MPS.

2.2.2 Variational parameters of a matrix product state

We note a first important property of a matrix product state: It is described by very few num-
bers. While a general state vector of a system composed of n spin-d systems is defined by
O(dn) many real parameters, an MPS of bond dimension D can be represented by O(ndD2

)

many real parameters. For constant D, this is linear in n, as opposed to exponential in n: so
this ansatz gives rise to a drastic reduction of the number of variational parameters, to say the
least. At the same time it is true that D can be taken large enough that every state vector of
a finite system can be represented as an MPS, if one allows D to grow exponentially in n as
well. Yet, this is actually not the main point of the definition of a matrix product state.
The key insight – one that should become increasingly clear – is that already for small bond
dimension D, an MPS is an extraordinarily good approximation of natural states emerging in
physical systems. The larger the bond dimension, so the ‘refinement parameter’ D, the larger is
the set of states that can be represented, and hence usually the quality of the approximation of
natural states. If one takes D = 1, then the above matrices merely become complex numbers
and one obtains a product state, in a variational set that is sometimes referred to as a Gutzwiller
variational state, a variant of a mean-field approach.

2.2.3 Matrix product states with open boundary conditions

The above expression corresponds to matrix product states for periodic boundary conditions.
For open boundary conditions, the matrix A(1) is taken to be no longer a matrix from D⇥D,
but A(1) 2 1⇥D so as a row vector. Similarly A(n) 2 D⇥1 so it is a column vector. Then
the expression becomes

cj1,...,jn =

DX

↵,...,!=1

A(1)
↵;j1

A(2)
�,�;i2

. . . A(n)
!;jn

= A(1)
j1

A(2)
j2

. . . A(n)
jn

, (19)

and the graphical expression

.

2.2.4 Area laws and approximation with matrix product states

What is the significance of area laws in the context of matrix product states? It is easy to
see that for any subset A of consecutive sites of the lattice S(⇢A) = O(log(D)) for a matrix
product state, so the entanglement entropy is bounded from above by a constant in n. That is to
say, MPS satisfy an area law. The behaviour of the entanglement scaling is therefore the same
for matrix product states as for ground states of gapped models. But indeed, an even stronger

14

it is called a bond dimension and we will turn to its significance in a minute. Matrix product
states constitute the in many ways most important instance of a tensor network state. They are
of key importance both in analytical approaches as well as in numerical ones, most prominently
in the density-matrix renormalisation group approach. Since we will frequently refer to such
states, we will from now on commonly abbreviate them as MPS.

2.2.2 Variational parameters of a matrix product state

We note a first important property of a matrix product state: It is described by very few num-
bers. While a general state vector of a system composed of n spin-d systems is defined by
O(dn) many real parameters, an MPS of bond dimension D can be represented by O(ndD2

)

many real parameters. For constant D, this is linear in n, as opposed to exponential in n: so
this ansatz gives rise to a drastic reduction of the number of variational parameters, to say the
least. At the same time it is true that D can be taken large enough that every state vector of
a finite system can be represented as an MPS, if one allows D to grow exponentially in n as
well. Yet, this is actually not the main point of the definition of a matrix product state.
The key insight – one that should become increasingly clear – is that already for small bond
dimension D, an MPS is an extraordinarily good approximation of natural states emerging in
physical systems. The larger the bond dimension, so the ‘refinement parameter’ D, the larger is
the set of states that can be represented, and hence usually the quality of the approximation of
natural states. If one takes D = 1, then the above matrices merely become complex numbers
and one obtains a product state, in a variational set that is sometimes referred to as a Gutzwiller
variational state, a variant of a mean-field approach.

2.2.3 Matrix product states with open boundary conditions

The above expression corresponds to matrix product states for periodic boundary conditions.
For open boundary conditions, the matrix A(1) is taken to be no longer a matrix from D⇥D,
but A(1) 2 1⇥D so as a row vector. Similarly A(n) 2 D⇥1 so it is a column vector. Then
the expression becomes

cj1,...,jn =

DX

↵,...,!=1

A(1)
↵;j1

A(2)
�,�;i2

. . . A(n)
!;jn

= A(1)
j1

A(2)
j2

. . . A(n)
jn

, (19)

and the graphical expression

.

2.2.4 Area laws and approximation with matrix product states

What is the significance of area laws in the context of matrix product states? It is easy to
see that for any subset A of consecutive sites of the lattice S(⇢A) = O(log(D)) for a matrix
product state, so the entanglement entropy is bounded from above by a constant in n. That is to
say, MPS satisfy an area law. The behaviour of the entanglement scaling is therefore the same
for matrix product states as for ground states of gapped models. But indeed, an even stronger

14

it is called a bond dimension and we will turn to its significance in a minute. Matrix product
states constitute the in many ways most important instance of a tensor network state. They are
of key importance both in analytical approaches as well as in numerical ones, most prominently
in the density-matrix renormalisation group approach. Since we will frequently refer to such
states, we will from now on commonly abbreviate them as MPS.

2.2.2 Variational parameters of a matrix product state

We note a first important property of a matrix product state: It is described by very few num-
bers. While a general state vector of a system composed of n spin-d systems is defined by
O(dn) many real parameters, an MPS of bond dimension D can be represented by O(ndD2

)

many real parameters. For constant D, this is linear in n, as opposed to exponential in n: so
this ansatz gives rise to a drastic reduction of the number of variational parameters, to say the
least. At the same time it is true that D can be taken large enough that every state vector of
a finite system can be represented as an MPS, if one allows D to grow exponentially in n as
well. Yet, this is actually not the main point of the definition of a matrix product state.
The key insight – one that should become increasingly clear – is that already for small bond
dimension D, an MPS is an extraordinarily good approximation of natural states emerging in
physical systems. The larger the bond dimension, so the ‘refinement parameter’ D, the larger is
the set of states that can be represented, and hence usually the quality of the approximation of
natural states. If one takes D = 1, then the above matrices merely become complex numbers
and one obtains a product state, in a variational set that is sometimes referred to as a Gutzwiller
variational state, a variant of a mean-field approach.

2.2.3 Matrix product states with open boundary conditions

The above expression corresponds to matrix product states for periodic boundary conditions.
For open boundary conditions, the matrix A(1) is taken to be no longer a matrix from D⇥D,
but A(1) 2 1⇥D so as a row vector. Similarly A(n) 2 D⇥1 so it is a column vector. Then
the expression becomes

cj1,...,jn =

DX

↵,...,!=1

A(1)
↵;j1

A(2)
�,�;i2

. . . A(n)
!;jn

= A(1)
j1

A(2)
j2

. . . A(n)
jn

, (19)

and the graphical expression

.

2.2.4 Area laws and approximation with matrix product states

What is the significance of area laws in the context of matrix product states? It is easy to
see that for any subset A of consecutive sites of the lattice S(⇢A) = O(log(D)) for a matrix
product state, so the entanglement entropy is bounded from above by a constant in n. That is to
say, MPS satisfy an area law. The behaviour of the entanglement scaling is therefore the same
for matrix product states as for ground states of gapped models. But indeed, an even stronger

14

it is called a bond dimension and we will turn to its significance in a minute. Matrix product
states constitute the in many ways most important instance of a tensor network state. They are
of key importance both in analytical approaches as well as in numerical ones, most prominently
in the density-matrix renormalisation group approach. Since we will frequently refer to such
states, we will from now on commonly abbreviate them as MPS.

2.2.2 Variational parameters of a matrix product state

We note a first important property of a matrix product state: It is described by very few num-
bers. While a general state vector of a system composed of n spin-d systems is defined by
O(dn) many real parameters, an MPS of bond dimension D can be represented by O(ndD2

)

many real parameters. For constant D, this is linear in n, as opposed to exponential in n: so
this ansatz gives rise to a drastic reduction of the number of variational parameters, to say the
least. At the same time it is true that D can be taken large enough that every state vector of
a finite system can be represented as an MPS, if one allows D to grow exponentially in n as
well. Yet, this is actually not the main point of the definition of a matrix product state.
The key insight – one that should become increasingly clear – is that already for small bond
dimension D, an MPS is an extraordinarily good approximation of natural states emerging in
physical systems. The larger the bond dimension, so the ‘refinement parameter’ D, the larger is
the set of states that can be represented, and hence usually the quality of the approximation of
natural states. If one takes D = 1, then the above matrices merely become complex numbers
and one obtains a product state, in a variational set that is sometimes referred to as a Gutzwiller
variational state, a variant of a mean-field approach.

2.2.3 Matrix product states with open boundary conditions

The above expression corresponds to matrix product states for periodic boundary conditions.
For open boundary conditions, the matrix A(1) is taken to be no longer a matrix from D⇥D,
but A(1) 2 1⇥D so as a row vector. Similarly A(n) 2 D⇥1 so it is a column vector. Then
the expression becomes

cj1,...,jn =

DX

↵,...,!=1

A(1)
↵;j1

A(2)
�,�;i2

. . . A(n)
!;jn

= A(1)
j1

A(2)
j2

. . . A(n)
jn

, (19)

and the graphical expression

.

2.2.4 Area laws and approximation with matrix product states

What is the significance of area laws in the context of matrix product states? It is easy to
see that for any subset A of consecutive sites of the lattice S(⇢A) = O(log(D)) for a matrix
product state, so the entanglement entropy is bounded from above by a constant in n. That is to
say, MPS satisfy an area law. The behaviour of the entanglement scaling is therefore the same
for matrix product states as for ground states of gapped models. But indeed, an even stronger

14

Entanglement-based  
       argument for choosing D 

(DMRG via MPS)
Bond dim



Matrix Product Operator

5

we turn to some technical details considering the repre-
sentation of the Hamiltonian in the algorithm in the next
section.

IV. EFFICIENT MPO CONSTRUCTION

A crucial element of the (i)DMRG method is the rep-
resentation of the Hamiltonian as a matrix product op-
erator (MPO).3,55,56 In this way, the operator acting on
the infinite system can be expressed by a finite number of
matrices that equals the number of sites in the iDMRG
unit cell. Here, we want to give a short pedagogical re-
view about the construction of general MPOs and subse-
quently present the structure of the MPO of the mixed
real and momentum space approach in some detail.

A. Finite state machines

Let us first consider a general operator acting on a
chain of length N as an introductory example. Suppose
the only terms are nearest neighbor couplings of the form

Ô =
X

i

⇣
Â

i

B̂
i+1 + B̂

i

Â
i+1

⌘
, (5)

then Ô reads in tensor product representation as

Ô = Â ⌦ B̂ ⌦ 1 ⌦ · · · ⌦ 1

+ 1 ⌦ Â ⌦ B̂ ⌦ 1 ⌦ · · · ⌦ 1 + · · ·
+ B̂ ⌦ Â ⌦ 1 ⌦ · · · ⌦ 1

+ 1 ⌦ B̂ ⌦ Â ⌦ 1 ⌦ · · · ⌦ 1 + · · ·

(6)

A pictorial way of writing down all summands of the op-
erator is the representation of Ô in terms of a finite state
machine (FSM).57 A finite state machine consists of a set
of states and a table of rules for transitions between the
states. An FSM can be depicted as a graph whose nodes
(vertices) represent states and whose directed edges cor-
respond to transitions between those states. Conven-
tionally, FSM are understood to be probabilistic, with
the various possible transitions out of a state weighted
probabilistically. Each transition of the FSM into a new
state has a corresponding action—for example appending
a character to string— so that by repeating sequentially
a probability distribution over strings is built up. For our
purposes these sequences will be taken in superposition,
generating the summands of our Hamiltonian. There-
fore, the Hamiltonian is the sum of all possible transition
paths generated by the FSM.

Here the transition on the ith iteration of the FSM will
place an operator on site i. A part of the FSM generating
the operator Ô is shown in the left illustration of Fig. 6
and is to be read as follows. We enter the FSM by start-
ing in a “ready” state labeled by R. From there, we follow
all paths given by transitions between states leading to

FIG. 6. Part of the FSM at sites i and i + 1 generating the
operator ˆO and MPO matrix for the matrix M [n] (8). The
letters R,A,B and F label the states of the FSM as well as
the rows/columns of the MPO matrix. Two paths of the FSM
producing the term ˆA

i

ˆB
i+1 +

ˆB
i

ˆA
i+1 are highlighted in red.

The gray rectangles indicate the six transitions in the FSM
that exactly correspond to the six non-zero entries of M .

the “final” state labeled by F . Each path represents one
tensor product term in Eq. (6). When taking a transition
between states, the operator which labels the transition
is added to the tensor product.

Let us now focus on a particular path generating the
term Â

i

B̂
i+1. It starts with a transition R ! R in which

the unit operator is added as the first term of the tensor
product. After going through i � 1 of these transitions,
the path jumps from R into the state A placing an op-
erator Â at the ith site, and then from A to F adding B̂
at site i + 1 to the product. From there on, it continues
with transitions F ! F adding unit operators until the
tensor product has a length of N operators. The result-
ing operator is 11 ⌦ · · · ⌦ 1

i�1 ⌦ Â
i

⌦ B̂
i+1 ⌦ 1

i+2 ⌦ · · ·
which is the desired term.

In Fig. 6 all transitions corresponding to the sites i
and i + 1 are depicted. The entire operator Ô is created
by taking a superposition of all paths in the FSM, cor-
responding to a sum of all tensor products. It is easy to
generalize the concept to an operator acting on an infi-
nite chain in which the R parts of the paths come from
�1 and the F parts of the paths go to 1. In this way,
we may obtain a translationally invariant depiction of the
FSM for any translationally invariant operator.

B. MPO

The representation of Ô as an FSM immediately leads
to its representation as an MPO. In the MPO formalism
an operator Ô acting on the length-N chain is written as

Ô =
X

a0,...,aN

~v left
a0

M [1]
a0a1

M [2]
a1a2

· · · M [N ]
a

N�1aN

~v right
a

N

. (7)

Each M [i]
aa

0 is a physical operator acting on site i, the
indices a, a0 range from 1 to D, where D is the number
of states in the FSM picture. Thus, it is convenient to
interpret M [i] as a matrix of operators on site i, in much
the same way a matrix is used to represent a FSM or
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fore, the Hamiltonian is the sum of all possible transition
paths generated by the FSM.

Here the transition on the ith iteration of the FSM will
place an operator on site i. A part of the FSM generating
the operator Ô is shown in the left illustration of Fig. 6
and is to be read as follows. We enter the FSM by start-
ing in a “ready” state labeled by R. From there, we follow
all paths given by transitions between states leading to

FIG. 6. Part of the FSM at sites i and i + 1 generating the
operator ˆO and MPO matrix for the matrix M [n] (8). The
letters R,A,B and F label the states of the FSM as well as
the rows/columns of the MPO matrix. Two paths of the FSM
producing the term ˆA

i

ˆB
i+1 +

ˆB
i

ˆA
i+1 are highlighted in red.

The gray rectangles indicate the six transitions in the FSM
that exactly correspond to the six non-zero entries of M .

the “final” state labeled by F . Each path represents one
tensor product term in Eq. (6). When taking a transition
between states, the operator which labels the transition
is added to the tensor product.

Let us now focus on a particular path generating the
term Â

i

B̂
i+1. It starts with a transition R ! R in which

the unit operator is added as the first term of the tensor
product. After going through i � 1 of these transitions,
the path jumps from R into the state A placing an op-
erator Â at the ith site, and then from A to F adding B̂
at site i + 1 to the product. From there on, it continues
with transitions F ! F adding unit operators until the
tensor product has a length of N operators. The result-
ing operator is 11 ⌦ · · · ⌦ 1

i�1 ⌦ Â
i

⌦ B̂
i+1 ⌦ 1

i+2 ⌦ · · ·
which is the desired term.

In Fig. 6 all transitions corresponding to the sites i
and i + 1 are depicted. The entire operator Ô is created
by taking a superposition of all paths in the FSM, cor-
responding to a sum of all tensor products. It is easy to
generalize the concept to an operator acting on an infi-
nite chain in which the R parts of the paths come from
�1 and the F parts of the paths go to 1. In this way,
we may obtain a translationally invariant depiction of the
FSM for any translationally invariant operator.

B. MPO

The representation of Ô as an FSM immediately leads
to its representation as an MPO. In the MPO formalism
an operator Ô acting on the length-N chain is written as

Ô =
X

a0,...,aN

~v left
a0

M [1]
a0a1

M [2]
a1a2

· · · M [N ]
a

N�1aN

~v right
a

N

. (7)

Each M [i]
aa

0 is a physical operator acting on site i, the
indices a, a0 range from 1 to D, where D is the number
of states in the FSM picture. Thus, it is convenient to
interpret M [i] as a matrix of operators on site i, in much
the same way a matrix is used to represent a FSM or

are going to build can all be shown to have good quantum numbers on the bonds, because they orig-
inate either from SVDs (e.g. for time evolutions) or from rules that involve operators with well-defined
changes of quantum numbers (e.g. for MPOs for Hamiltonians).

In fact, any operator can be brought into the form of Eq. (175), because it can be written as
bO ¼

X

r1 ;...;rL ;r01 ;...;r
0
L

cðr1 ;...;rLÞðr01 ;...;r
0
LÞ
jr1; . . . ;rLihr01; . . . ;r0Lj

¼
X

r1 ;...;rL ;r01 ;...;r
0
L

cðr1r01Þ;...;ðrLr0LÞjr1; . . . ;rLihr01; . . . ;r0Lj ð176Þ

and we can decompose it like we did for an MPS, with the double index rir0i taking the role of the in-
dex ri in an MPS.

As for MPS, we have to ask how we operate with them and how they can be constructed in practice,
because the naive decomposition might be exponentially complex. As it turns out, most operations
run in perfect analogy to the MPS case.

5.1. Applying an MPO to an MPS

The application of a matrix product operator to a matrix product state runs as

bOjwi ¼
X

r;r0
Wr1 ;r01 Wr2 ;r02 $ $ $
! "

Mr01 Mr02 $ $ $
! "

jri ¼
X
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X
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W
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M
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M
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$ $ $

! "
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M
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! "
$ $ $ jri ¼

X

r

X

a;b

Nr1
ð1;1Þ;ðb1 ;a1Þ

Nr2
ðb1 ;a1Þ;ðb2 ;a2Þ

$ $ $ jri

¼
X

r

Nr1 Nr2 $ $ $ jri:

The beauty of an MPO is that it leaves the form of the MPS invariant, at the prize of an increase in
matrix size: the new MPS dimension is the product of that of the original MPS and that of the MPO
(Fig. 37).

The result can be summarized as j/i ¼ bOjwi with j/i an MPS built from matrices Nri with

Nri
ðbi%1 ;ai%1Þ;ðbi ;aiÞ

¼
X

r0
i

W
rir0i
bi%1bi

M
r0i
ai%1ai

: ð177Þ

b -1 b

σ

σ´

b1

σ1

bL-1

σL

σ´1 σ´L

(i) (ii) (iii)

Fig. 35. Elements of a matrix product operator: (i) a corner matrix operator W
½1'r1r01
1;b1

at the left end of the chain; (ii) a bulk
matrix operator W ½‘'r‘r0‘

b‘%1 ;b‘
; (iii) a corner operator W

½L'rLr0L
bL%1 ;1

at the right end: the physical indices points up and down, the matrix
indices are represented by horizontal lines.

σ

σ´

σ1 σL

σ´1 σ´L

Fig. 36. A matrix product operator acting on an entire chain: the horizontal matrix indices are contracted, and the MPO is ready
to be applied to an MPS by simple contraction of vertical (physical) indices.
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It is simple to compute local operator matrix elements with canonical states.

It turns out that this can be turned into a ground state algorithm much more efficient than imaginary
time evolution from some random state. In order to solve this problem, we introduce a Lagrangian
multiplier k, and extremize

hwjbHjwi! khwjwi: ð201Þ

In the end, jwi will be the desired ground state and k the ground state energy. The MPS network that
represents Eq. (201) is shown in Fig. 40.

The problem with this approach is that the variables (the matrix elements Mr
aa0 ) appear in the form

of products, making this a highly non-linear optimization problem. But it can be done iteratively, too,
and this is the idea that also drives DMRG: while keeping the matrices on all sites but one (‘) constant,
consider only the matrix entries Mr‘

a‘!1a‘ on site ‘ as variables. Then the variables appear in Eq. (201)
only in quadratic form, for which the determination of the extremum is a benign linear algebra prob-
lem. This will lower the energy, and find a variationally better state, but of course not the optimal one.
Now one continues to vary the matrix elements on another site for finding a state again lower in en-
ergy, moving through all sites multiple times, until the energy does not improve anymore.

Let us first consider the calculation of the overlap, while keeping the chosen Mr‘ explicit. We find

hwjwi ¼
X

r‘

X

a‘!1a‘

X

a0
‘!1a0

‘

WA
a‘!1 ;a0‘!1

Mr‘%
a‘!1 ;a‘

Mr‘
a0
‘!1 ;a

0
‘
WB

a‘ ;a0‘
; ð202Þ

where

WA
a‘!1 ;a0‘!1

¼
X

r1 ;...;r‘!1

ðMr‘!1y & & &Mr1yMr1 & & &Mr‘!1 Þa‘!1 ;a0‘!1
; ð203Þ

WB
a‘;a0‘
¼

X

r‘þ1 ;...;rL

ðMr‘þ1 & & &MrL MrLy & & &Mr‘þ1yÞa0
‘
;a‘ : ð204Þ

As is particularly clear in the graphical representation, for obtaining the last two expressions the same
rules about smart contracting apply as for overlaps; moreover, if we move through sites ‘ from neigh-
bour to neighbour, they can be updated iteratively, minimizing computational cost. In the case where
sites 1 through ‘! 1 are left-normalized and sites ‘þ 1 through L right-normalized, normalization
conditions lead to a further simplification, namely

WA
a‘!1 ;a0‘!1

¼ da‘!1 ;a0‘!1
WB

a‘a0‘
¼ da‘a0‘

: ð205Þ

Let us now consider hwjbHjwi, with bH in MPO language. Taking into account the analysis of bHjwi in
the last section, we can immediately write

hwjbHjwi ¼
X

r‘;r0‘

X

a0
‘!1a0

‘

X

a‘!1a‘

X

b‘!1 ;b‘

L
a‘!1 ;a0‘!1
b‘!1

Wr‘;r0‘
b‘!1 ;b‘

Ra‘;a0‘
b‘

Mr‘%
a‘!1 ;a‘

Mr0
‘

a0
‘!1 ;a

0
‘

ð206Þ

with L and R as defined before; how such an expression can be evaluated efficiently has been discussed
previously.

If we now take the extremum of Eq. (201) with respect to Mr‘%
a‘!1 ;a‘

we find
X

r0
‘

X

a0
‘!1a0

‘

X

b‘!1 ;b‘

L
a‘!1 ;a0‘!1
b‘!1

Wr‘ ;r0‘
b‘!1 ;b‘

Ra‘ ;a0‘
b‘

Mr0
‘

a0
‘!1 ;a

0
‘
! k

X

a0
‘!1a0

‘

WA
a‘!1 ;a0‘!1

WB
a‘a0‘

Mr‘
a0
‘!1 ;a

0
‘
¼ 0: ð207Þ

Fig. 40. Network to be contracted to obtain the functional to be extremized to find the ground state and its energy. The left-
hand side represents the term hwjbHjwi, the right-hand side the squared norm hwjwi.
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where the magnitude of � should be chosen large enough to ensure that all the states with have energy above the
lowest state in the desired sector. We find that the MPO representation of Eq. (24) is given by

W [0] =
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1 � 1
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for the tensors at the boundaries and
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in the bulk, where

�
n

= �+ (�1)n m̃0a � 2�Starget , ↵ = �

 

1

4
+

S2
target

N

!

+
�

4
. (27)

B. Simulation details

describe the simulations in details: choice of parameters (� and a⇥m0, as well as L/a and D). say that
this will allow us to investigate things such as the intinite-D and infinite-L/a limits. and then describe
how we prepare the initial tensors —- no infinite DMRG step, and we start from random values for
the components of the tensors.

In this work, the DMRG runs begin with a randomly-initialized MPS with D = 50. For higher Ds, the initial MPS
is prepared by growing the bond dimension of the previous runs. This can be accomplished by inserting a non-square
identity to each bond of the MPS. We gradually grow the bond dimension until it reaches 600. With several di↵erent
D’s, one can investigate the error of finite D systematically, and extrapolate the physical quantities to the infinite-D
limit. Similarly, we study the finite-size e↵ect with 4 system sizes, N = 400, 600, 800, 1000. The coupling �(g) is
chosen from the range �0.8  �  1.0, with 5 di↵erent masses, m̃0a = 0.0, 0.1, 0.2, 0.3, 0.4. We set � to be 100, and
target at the zero-charge sector by setting S

target

= 0.

In performing the search of the ground state using the DMRG method, we observe that the convergence of the
algorithm is slower in a region of parameter space than that in the rest. This shows that there may be a regime where
the theory becomes critical. Figure 1 shows examples of these fast- and slow-convergence cases. For the slow cases,
not only it takes more swepps for DMRG to converge, the the Jacobi-Davidson solver for obtaining the low eigen
modes of the Hamiltonian is also significantly more time-consuming.

IV. RESULTS FOR THE PHASE STRUCTURE

In this section, we present results that can be employed to probe the non-thermal phase structure of the Thirring
model. As discussed in the Introduction, the dual sine-Gordon model contains a phase where the dynammics is
described by free bosnic field theory with the presence of conformal symmetry, and the relevant phase transition is of
KT-type. We will show, using our numerical results, that this phase transition is realised in the Thirring model.

7

where the magnitude of � should be chosen large enough to ensure that all the states with have energy above the
lowest state in the desired sector. We find that the MPO representation of Eq. (24) is given by

W [0] =
�

1 � 1
2S

+ � 1
2S

� 2�Sz �Sz �
n

Sz + ↵1
�

, (25a)

W [N�1] =

0

B

B

B

B

B

@

�
n

Sz + ↵1
S�

S+

Sz

Sz

1

1

C

C

C

C

C

A

, (25b)

for the tensors at the boundaries and

W [n] =

0

B

B

B

B

B

@

12⇥2 � 1
2S

+ � 1
2S

� 2�Sz �Sz �
n

Sz + ↵12⇥2

0 0 0 0 0 S�

0 0 0 0 0 S+

0 0 0 1 0 Sz

0 0 0 0 0 Sz

0 0 0 0 0 12⇥2

1

C

C

C

C

C

A

, (26)

in the bulk, where

�
n

= �+ (�1)n m̃0a � 2�Starget , ↵ = �

 

1

4
+

S2
target

N

!

+
�

4
. (27)

B. Simulation details

describe the simulations in details: choice of parameters (� and a⇥m0, as well as L/a and D). say that
this will allow us to investigate things such as the intinite-D and infinite-L/a limits. and then describe
how we prepare the initial tensors —- no infinite DMRG step, and we start from random values for
the components of the tensors.

In this work, the DMRG runs begin with a randomly-initialized MPS with D = 50. For higher Ds, the initial MPS
is prepared by growing the bond dimension of the previous runs. This can be accomplished by inserting a non-square
identity to each bond of the MPS. We gradually grow the bond dimension until it reaches 600. With several di↵erent
D’s, one can investigate the error of finite D systematically, and extrapolate the physical quantities to the infinite-D
limit. Similarly, we study the finite-size e↵ect with 4 system sizes, N = 400, 600, 800, 1000. The coupling �(g) is
chosen from the range �0.8  �  1.0, with 5 di↵erent masses, m̃0a = 0.0, 0.1, 0.2, 0.3, 0.4. We set � to be 100, and
target at the zero-charge sector by setting S

target

= 0.

In performing the search of the ground state using the DMRG method, we observe that the convergence of the
algorithm is slower in a region of parameter space than that in the rest. This shows that there may be a regime where
the theory becomes critical. Figure 1 shows examples of these fast- and slow-convergence cases. For the slow cases,
not only it takes more swepps for DMRG to converge, the the Jacobi-Davidson solver for obtaining the low eigen
modes of the Hamiltonian is also significantly more time-consuming.

IV. RESULTS FOR THE PHASE STRUCTURE

In this section, we present results that can be employed to probe the non-thermal phase structure of the Thirring
model. As discussed in the Introduction, the dual sine-Gordon model contains a phase where the dynammics is
described by free bosnic field theory with the presence of conformal symmetry, and the relevant phase transition is of
KT-type. We will show, using our numerical results, that this phase transition is realised in the Thirring model.
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Practice of MPS for DMRG

One step in a sweep of finite-size DMRG

But even if such a simplification does not occur, it turns out that MPOs with quite small dimensions
and moderate loss of accuracy can be found, either by approximating an arbitrary interaction function
JðrÞ by a sum of exponentials coded as above [71,100], minimizing the L2 distance kJðrÞ #

Pn
i¼1aik

r
i k in

ai; ki, where n is given by the DW and loss of accuracy one is willing to consider. Alternatively [73], one
can of course construct the exact MPO where feasible and compress it by adapting MPS compression
techniques to an acceptable DW (and loss of accuracy).

6.2. Applying a Hamiltonian MPO to a mixed canonical state

Let us consider jwi in the following mixed canonical representation, identical to the single-site
DMRG representation,

jwi ¼
X
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All the beauty of the MPO formulation seems gone, but a graphical representation restores it (Fig. 38).
It can be understood most easily from the second or third line of the explicit expressions above: the

a -1

σ

σ ´

a ´a -1´

a

L

L

W R

Fig. 38. Representation of the DMRG expression ha‘#1r‘a‘ jbHja0‘#1r0‘a0‘i in MPO/MPS language. The Hamiltonian MPO is
contracted with four block state expansions in MPS form (two bras, two kets, two on block A, two on block B). The contracted
network decouples into parts L;W and R, corresponding to blocks A and B and the center site.
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Simulations and numerical results



• Start from random tensors at D=50, then go up in D 

• DMRG converges fast at               and 
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Convergence of DMRG

8

FIG. 1. Fast (left) and slow (right) converenge of the DMRG algorithm in our simulations.

In the following, we demonstrate the calculations for the entanglement entropty, the fermion correlator, and the
fermion bilinear condensate. From our results of these four objects, we obtain knowledge of the phase structure that
is summarised in Sec. IVD.

we should say how we estimate the errors here. or say it somewhere else, eg, Sec. III.

A. Entanglement entropy

We compute the finite-size entanglement entropy for a finite system of size N , with the generic definition in Eq. (23).
In particular, this finite-size entanglement entropy, S

N

(n), is obtained through

S
N

(n) = �
D

X

i=1

⇣

�
(0,n)
i

⌘2
ln



⇣

�
(0,n)
i
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, where n = 0, 1, 2, . . . , N � 1, (28)

with D being the bond dimension, and {�(0,n)
i

} denoting the set of singular values obtained by patitioning the N -site
one-dimensional system in two parts of sizes n and N � n, respectively. This entanglement entropy is a useful tool to
probe the critical points in quantum field theories. As demonstrated by Calabrese and Cardy [59, 60], at criticality,
S
N

(n) exhibits the scaling behaviour,

S
N

(n) =
c

6
ln



N

⇡
sin

⇣⇡n

N

⌘

�

+ k , (29)

where c is the central charge, and k is a constant.

Figure 2 shows examples of the S
N

(n) from our analysis. For simulations performed at m̃0a = 0, it is observed
that the Calabrese-Cardy scaling in Eq. (29) is valid for the resultant S

N

(n) at all values of explored �(g). On the
contrary, at m̃0a 6= 0, then say what we learned from this, and don’t forget to say that the central charge
is 1 in the conformal phase, and in the gapped phase the entanglement entropy is small.

B. Fermion correlator

discuss how this correlator is related to the soliton correlator in the sine-Gordon model.



Calabrese-Cardy scaling observed at all values of          for 

Calabrese-Cardy scaling and the central charge

Entanglement entropy

8

FIG. 1. Fast (left) and slow (right) converenge of the DMRG algorithm in our simulations.

In the following, we demonstrate the calculations for the entanglement entropty, the fermion correlator, and the
fermion bilinear condensate. From our results of these four objects, we obtain knowledge of the phase structure that
is summarised in Sec. IVD.

we should say how we estimate the errors here. or say it somewhere else, eg, Sec. III.

A. Entanglement entropy

We compute the finite-size entanglement entropy for a finite system of size N , with the generic definition in Eq. (23).
In particular, this finite-size entanglement entropy, S

N

(n), is obtained through

S
N

(n) = �
D

X

i=1

⇣

�
(0,n)
i

⌘2
ln



⇣

�
(0,n)
i

⌘2
�

, where n = 0, 1, 2, . . . , N � 1, (28)

with D being the bond dimension, and {�(0,n)
i

} denoting the set of singular values obtained by patitioning the N -site
one-dimensional system in two parts of sizes n and N � n, respectively. This entanglement entropy is a useful tool to
probe the critical points in quantum field theories. As demonstrated by Calabrese and Cardy [59, 60], at criticality,
S
N

(n) exhibits the scaling behaviour,

S
N

(n) =
c

6
ln



N

⇡
sin

⇣⇡n

N

⌘

�

+ k , (29)

where c is the central charge, and k is a constant.

Figure 2 shows examples of the S
N

(n) from our analysis. For simulations performed at m̃0a = 0, it is observed
that the Calabrese-Cardy scaling in Eq. (29) is valid for the resultant S

N

(n) at all values of explored �(g). On the
contrary, at m̃0a 6= 0, then say what we learned from this, and don’t forget to say that the central charge
is 1 in the conformal phase, and in the gapped phase the entanglement entropy is small.

B. Fermion correlator

discuss how this correlator is related to the soliton correlator in the sine-Gordon model.

9

FIG. 2. First row: entanglement entropy for m̃0a = 0.0, at �(g) = �0.88 (left) and �(g) = 0.0 (right). Second row:
entanglement entropy for m̃0a = 0.2, at �(g) = �0.88 (left) and �(g) = 0.0 (right).

C. Fermion bilinear condensate

The fermion bilinear condensate,

� = �̂/a = h ̄ i, (30)

serves as a good probe to the phase structure.

comment on the fact that the D dependence is negligible. and then says Fig. 5 shows the infinite-
size extrapolation which is an important issue in computing the condensate. we observe that the N
dependence is also very mild.

also, we want to say that the non-zero � at m̃0 ! 0 does not mean that chiral symmetry is broken
(cite Witten). See Figs. 6 and 8. Discuss this with relation to RG:  ̄ is dual to cos� in sine-Gordon
theory, and the extrapolation to the m̃0a ! 0 is to raise the cut-o↵ scale to infinity as compared to low
energy scales. This signals that cos� is relevant in one phase, and irrelevant in the other phase. As
Witten pointed out, the non-vanishing � is a signal of the BKT phase transition.
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c

6
ln


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⇡
sin

⇣⇡n

N

⌘

�

+ k , (29)

where c is the central charge, and k is a constant.

Figure 2 shows examples of the S
N

(n) from our analysis. For simulations performed at m̃0a = 0, it is observed
that the Calabrese-Cardy scaling in Eq. (29) is valid for the resultant S

N

(n) at all values of explored �(g). On the
contrary, at m̃0a 6= 0, then say what we learned from this, and don’t forget to say that the central charge
is 1 in the conformal phase, and in the gapped phase the entanglement entropy is small.

B. Fermion correlator

discuss how this correlator is related to the soliton correlator in the sine-Gordon model.
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FIG. 5: Finite-size entanglement entropy, SN (n), plotted against X defined in Eq. (35).

value is small. This gives strong hints that the theory is in a gapped phase at � > �⇤ when m̃
0

a 6= 010. Furthermore,
our data show a clear trend that �⇤ decreases with increasing m̃

0

a. In the regime of very small m̃
0

a (<⇠ 0.04), we see
that �⇤ ⇠ �1/

p
2. This is what one expects from the small-mass RGE’s, Eqs. (7) and (8), as discussed in Sec. I. The

above features of the phase structure are confirmed by our analysis of fermion correlators, which will be discussed in
Sec. IVC.

In the cases where the Calabrese-Cardy scaling behaviour is observed, one can use Eq. (34) to determine the central
charge, c. For this purpose, we study the entanglement entropy, S

N

(n), as a function of X, where

X =
1

6
ln



N

⇡
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⇣⇡n

N

⌘

�

. (35)

In Fig. 5, we display such an example for �(g) = �0.88 and m̃
0

a = 0.2, where the Calabrese-Cardy scaling is manifest.
From this plot, it is obvious that at large enough bond dimension, one can read o↵ the central charge and the result
is c ⇠ 1. Throughout the entire regime where the system is found to be critical, we extract the central charge by
fitting S

N

(n) computed at the largest bond dimension (D = 600) in this work to Eq. (34). Such analysis finds that

10
If one forces a fit of data presented in the right panel of Fig. 4 to the scaling formula, Eq. (34), the resultant central charge is zero. This

brings tension with the C-theorem. It will also be shown in Sec. IVC that in this regime, the study of fermion correlators confirms that

the theory is not in the conformal phase, and the critical scaling predicted by Calabrese and Cardy does not apply.
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Central charge is unity in the critical phase
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Also, Fig. 7 shows examples of the m̃0 ! 0 extrapolation of the fermion bilinear condensate, in the
critical and the gapped phases.

D. Discussion

summarise what we learn about the phase structure from this study

Entanglement entropy

8

FIG. 1. Fast (left) and slow (right) converenge of the DMRG algorithm in our simulations.

In the following, we demonstrate the calculations for the entanglement entropty, the fermion correlator, and the
fermion bilinear condensate. From our results of these four objects, we obtain knowledge of the phase structure that
is summarised in Sec. IVD.

we should say how we estimate the errors here. or say it somewhere else, eg, Sec. III.

A. Entanglement entropy

We compute the finite-size entanglement entropy for a finite system of size N , with the generic definition in Eq. (23).
In particular, this finite-size entanglement entropy, S
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(n) from our analysis. For simulations performed at m̃0a = 0, it is observed
that the Calabrese-Cardy scaling in Eq. (29) is valid for the resultant S

N

(n) at all values of explored �(g). On the
contrary, at m̃0a 6= 0, then say what we learned from this, and don’t forget to say that the central charge
is 1 in the conformal phase, and in the gapped phase the entanglement entropy is small.

B. Fermion correlator

discuss how this correlator is related to the soliton correlator in the sine-Gordon model.



Density-density correlators

Evidence for a critical phase

fitted values of A
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steeply increases when moving deeper into the gapped phase. For smaller masses, this dependence is milder, again as
for the A parameter. However, in general, the relative systematic error of C is smaller than the one of A, allowing
to pinpoint the transition point a bit more precisely. (KC: This will be revised with new fits for the string
correlator. Because of the systematic e↵ect that A saturates below 1, we would conclude from this that
the transition for m̃

0

a = 0.3 is between -0.84 and -0.86, while the density-density correlator indicated
between -0.82 and -0.84. So this paragraph will still be revised.)

C. Fermion bilinear condensate

In order to obtain further information for the nature of the observed phase transition, we investigate the chiral
condensate,

�̂ = a� = a
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� ̄ 
�
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*
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�

�

�

�

+

, (39)

where  (n) and  ̄(n) are fermion fields defined on the spatial lattice site n. Under the JW transformation,

�̂
JW transformation������������! 1
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*

�

�

�

�

�

N�1

X

n=0

(�1)nSz

n

�

�

�

�

�

+

. (40)

That is, the chiral condensate in the (1+1)-dimensional Thirring model corresponds to the staggered magnetisation
in the XXZ spin chain. Since Eq. (23) indicates that the anisotropy of this spin chain is never greater than one in
our study, the system can be in the Néel phase only when the staggered magnetic field is applied, i.e., when am̃

0

is non-vanishing in Eq. (22). For the corresponding quantum field theory, the Thirring model, this means that the
chiral condensate is expected to be zero in the massless limit. Such a feature is consistent with the fact that the
massless Thirring model in (1+1) dimensions is a conformal field theory. Furthermore, due to the presence of a
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a proper choice of the fitting interval has to be made. To analyze the dependence of the fitting parameters on the
coupling �(g), we avoid the arbitrary choice of the fitting interval by adopting a systematic procedure, similar to the
one used e.g. in Ref. [9] (see the Appendix of this reference). We consider all possible fits in the interval x 2 [5, 49]
encompassing a minimum of 10 consecutive distances. Each fit is weighted with exp(��2/dof) and we build histograms
of the fitting parameters for each fitting ansatz. The central value for each fitting parameter in a given physical setup
(same system size, fermion mass and coupling) is extracted as the median of this distribution and the error as half of
the interval in which 68.3% of the weighted fits around the median are contained (corresponding to a 1-� deviation in
the case of an ideally Gaussian distribution). We note the obtained distributions are approximately Gaussian and the
thus extracted systematic error is in most cases a factor 5-10 larger than the error obtained from typical fits. Finally,
we add this systematic error to the one of the fit that best describes the data, defined as the one with the smallest
error among the fits with �2/dof  1.

The result of applying this procedure to the density-density correlator is shown in Fig. 6, again for fermion mass
m̃

0

a = 0.02. In the left panel, we show the A parameters extracted for di↵erent couplings. We note the A parameter
of the power-exponential fit becomes compatible with 1 somewhere between �(g) = �0.4 and �0.6. The expected
location of the BKT crossover is at �(g) ⇡ �0.7, however the smooth transition between the functional forms of
the power-law and power-exponential type of behavior makes it impossible to locate the BKT point at the current
level of precision. We expect that close to the critical point, there is only a small admixture of the exponential factor
to the power-law term, impossible to disentangle without much better precision. Further into the gapped phase, at
�(g) >⇠ �0.4, the exponential term becomes clearly visible and A is no longer consistent with 1. The value of A
drops when �(g) is increased and the exponent ⌘ of the power-law factor in the fitting ansatz increases towards less
negative values. Thus, the exponential decay becomes relatively more important deeper in the gapped phase. This is
also indicated by the smaller di↵erence of the parameter A and the parameter A

1

of the 3-exponential fit for positive
�(g), which would agree in the limit of purely exponential behavior.

In Fig. 7, we show the same kind of plot for a larger fermion mass, m̃
0

a = 0.3. In this case, the dependence of the
parameter A of the power-exponential fit is much steeper and A becomes compatible with 1 between �(g) = �0.82
and �0.84. This signals that the BKT transition moves towards more negative values of the coupling with increasing
fermion mass. For �(g) > �0.82, the system is clearly in the gapped phase, which is indicated also by �2/dof � 1
for the pure power-law fits. In contrast, such fits in the small fermion mass case are still reasonable until �(g) ⇡ 0,
as a consequence of our rather conservative error estimate procedure. We therefore conclude that the BKT crossover
is more pronounced for larger fermion masses. However, interestingly, the value of the exponent ⌘ of the power-
exponential fit is consistent with -2 for all couplings. A comparison of the coupling dependence of the parameter A for
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Soliton correlators

5 Soliton correlator

It is well known that the BKT correlator of the classical XY model can be
written in the sine-Gordon language as [12],

hei(✓(a)�✓(b))i = he�
2⇡
t

R
�
a,b

dx

µ

✏

µ⌫

( @

@x

⌫

�)(x)i . (32)

To reformulate this expression in terms of the Thirring model, we may replace
the right-hand side of eq.(32) by using Coleman’s duality,

jµ(x) = � �

2⇡
✏µ⌫@

⌫

�(x) . (33)

However, the conserved current in the Thirring model is defined by

j1(x) = lim
y!x

1

1 + g

⇡

|cµ(x� y)|
g

2

2⇡(g+⇡)  ̄(x)�1 (y) + F (x� y) , (34)

and it is probably quite di�cult to take the limiting procedure on lattice. There-
fore, we pick up an indirect way and measure the fermion correlator which also
contains eq. (32),
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(35)
where the fermion field  

↵

is written in the chiral representation.

5.1 Fermion correlator

Firstly, we should rewrite the fermion correlator from the chiral representation
into the standard representation we adopted. Observing that,
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2
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We find, for example,
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(37)
The above four terms can all be written in the spin language as a string corre-
lator,

S+
m

ei⇡
P

n�1
j=m+1 S

z

j S�
n

. (38)

Therefore, we can just look into the string correlator to see the overall behavior
of the fermion correlator. In addition, the string between S+ and S� would
give an alternating imaginary phase. Thus, we would only look at the distance
with even number of sites between them.
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give an alternating imaginary phase. Thus, we would only look at the distance
with even number of sites between them.
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Vertex operators
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N = 400, 600, 800, 1000

D = 50, 100, 200, 300, 400, 500, 600

m̃0a = 0.0, 0.1, 0.2, 0.3, 0.4

m̃0a = 0.005, 0.01, 0.02, 0.03, 0.04, 0.06, 0.08, 0.13, 0.16

↵ = ±

G(r) = h †
+(r) +(0)i, ¯G(r) = G(r)/G(0) (29)
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FIG. 11. Fermion-antifermion correlator Cstring(x). Left panel: dependence of the parameter A and A1 for three types of
exponential ansatzes (36)-(38) on the coupling �(g). Right panel: dependence of the parameter ↵ and ⌘ for the power-law and
power-exponential fitting ansatzes (35)-(36) on the coupling �(g). Parameters: N = 1000, m̃0a = 0.005.
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Shown are four fermion masses, m̃0a = 0.005, 0.02, 0.08, 0.3 for a 1000-site system. Fermion-antifermion correlator Cstring(x).

the di↵erence between �̂ in the infinite�D limit and that computed at the largest bond dimension, D = 600, in our
simulations. For the cases where this di↵erence is smaller than the chosen precision of the DMRG algorithm in this
work, ✏ = 10�7, we assign ✏ as the error for extrapolated �̂. The infinite�D extrapolation is then followed by the
procedure of taking the thermodynamic limit, N ! 1. Here again, if the error of the infinite�N �̂ is smaller than
10�7, we replace it with ✏. Figure 13 shows examples of such extrapolations for [�(g), am̃

0

] = [�0.9, 0.01]. In this
figure, results of the condensate obtained at D = 400, 500, 600 and N = 400, 600, 800, 1000 are used. It is apparent
that �̂ exhibits very mild dependence on both D and N in these plots. This mild dependence is in fact observed for
all choices of [�(g), am̃

0

] in the regime D � 400 and N � 400.

Figure 14 shows representative results for the chiral condensate in the limit of infinite bond dimension and system size.
In figure, we only demonstrate �̂ at three values of the four-fermion coupling constant, corresponding to �(g) = 0.2,
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FIG. 6. Density-density correlator Czz(x). Left panel: dependence of the parameter A and A1 for three types of exponential
ansatzes (36)-(38) on the coupling �(g). Right panel: dependence of the parameter ↵ and ⌘ for the power-law and power-
exponential fitting ansatzes (35)-(36) on the coupling �(g). Parameters: N = 1000, m̃0a = 0.02.

a proper choice of the fitting interval has to be made. To analyze the dependence of the fitting parameters on the
coupling �(g), we avoid the arbitrary choice of the fitting interval by adopting a systematic procedure, similar to the
one used e.g. in Ref. [9] (see the Appendix of this reference). We consider all possible fits in the interval x 2 [5, 49]
encompassing a minimum of 10 consecutive distances. Each fit is weighted with exp(��2/dof) and we build histograms
of the fitting parameters for each fitting ansatz. The central value for each fitting parameter in a given physical setup
(same system size, fermion mass and coupling) is extracted as the median of this distribution and the error as half of
the interval in which 68.3% of the weighted fits around the median are contained (corresponding to a 1-� deviation in
the case of an ideally Gaussian distribution). We note the obtained distributions are approximately Gaussian and the
thus extracted systematic error is in most cases a factor 5-10 larger than the error obtained from typical fits. Finally,
we add this systematic error to the one of the fit that best describes the data, defined as the one with the smallest
error among the fits with �2/dof  1.

The result of applying this procedure to the density-density correlator is shown in Fig. 6, again for fermion mass
m̃

0

a = 0.02. In the left panel, we show the A parameters extracted for di↵erent couplings. We note the A parameter
of the power-exponential fit becomes compatible with 1 somewhere between �(g) = �0.4 and �0.6. The expected
location of the BKT crossover is at �(g) ⇡ �0.7, however the smooth transition between the functional forms of
the power-law and power-exponential type of behavior makes it impossible to locate the BKT point at the current
level of precision. We expect that close to the critical point, there is only a small admixture of the exponential factor
to the power-law term, impossible to disentangle without much better precision. Further into the gapped phase, at
�(g) >⇠ �0.4, the exponential term becomes clearly visible and A is no longer consistent with 1. The value of A
drops when �(g) is increased and the exponent ⌘ of the power-law factor in the fitting ansatz increases towards less
negative values. Thus, the exponential decay becomes relatively more important deeper in the gapped phase. This is
also indicated by the smaller di↵erence of the parameter A and the parameter A

1

of the 3-exponential fit for positive
�(g), which would agree in the limit of purely exponential behavior.

In Fig. 7, we show the same kind of plot for a larger fermion mass, m̃
0

a = 0.3. In this case, the dependence of the
parameter A of the power-exponential fit is much steeper and A becomes compatible with 1 between �(g) = �0.82
and �0.84. This signals that the BKT transition moves towards more negative values of the coupling with increasing
fermion mass. For �(g) > �0.82, the system is clearly in the gapped phase, which is indicated also by �2/dof � 1
for the pure power-law fits. In contrast, such fits in the small fermion mass case are still reasonable until �(g) ⇡ 0,
as a consequence of our rather conservative error estimate procedure. We therefore conclude that the BKT crossover
is more pronounced for larger fermion masses. However, interestingly, the value of the exponent ⌘ of the power-
exponential fit is consistent with -2 for all couplings. A comparison of the coupling dependence of the parameter A for
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Chiral condensate is not an order parameter

Extrapolated to infinite D and N

18

FIG. 13. Extrapolations of �̂ to the D ! 1 at N = 1000 (left) and to the N ! 1 limits (right) at [�(g), am̃0] = [�0.9, 0.01].
Notice that errors on the data points and the extrapolated result for the right panel are too small to be discernible on the plot.

FIG. 14. The dependence on am̃0 in the chiral condensate at �(g) = 0.2, -0.2 and -0.8. The left panel shows results at all
values of am̃0 in this work, while the right panel displays only those at am̃0  0.04. Notice that errors on the data points are
too small to be discernible on the plots.

-0.2 and -0.8. The condensate computed at other choices of �(g) exhibit the same feature as that in this figure.
According to results of the entanglement entropy and the correlators discussed in Sec. IVA and IVB, the theory is
in the gapped (massive) phase at am̃

0

6= 0 for � > �⇤ = �0.7, while it can be in the critical phase at � < �⇤.
We notice that, in Fig. 14, �̂ is non-vanishing at � = �0.8 for all data points with non-zero values of am̃

0

. Most of
these data points are indeed in the critical phase. This means the chiral condensate is not an order parameter for the
observed phase transition, and provides further evidence that this transition is of KT-type [66].

In Fig. 14, it can be seen that �̂ extrapolates smoothly to zero at vanishing am̃
0

. As mentioned above, this is in
accordance with the fact that the massless Thirring model in (1+1) dimensions is a conformal field theory. Further-
more, We find that the chiral condensate computed directly at am̃

0

= 0 is zero for all values of �(g). Given that
all simulations that lead to results in Fig. 14 are performed at finite system sizes, we carry out checks for am̃

0

= 0
calculations with infinite-size simulations by employing the variational uniform MPS (VuMPS) method [67]. These
checks confirm that �̂ obtained from simulations at am̃

0

= 0 indeed vanishes. Results of the VuMPS approach will
be published in a separate article where we will report our study of real-time dynamics associate with the KT phase
transition in the massive Thirring model [68].

Evidence for criticality from other quantitiesMassive phase
Massiv

e phase
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FIG. 17: The central value of the parameter C for di↵erent combinations of the fermion mass m̃0a and coupling �(g).

FIG. 18: Non-thermal phase structure of the massive Thirring model from our numerical investigation. In addition to the data
points that can be identified to be in the gapped phase (blue stars) or at criticality (red circles), there are points (black squares)
where our simulations cannot determine which phase the theory is in. The grey area indicates the regime where we find these
“undetermined” point. The BKT phase transition must occur within this grey area.
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FIG. 18: Non-thermal phase structure of the massive Thirring model from our numerical investigation. In addition to the data
points that can be identified to be in the gapped phase (blue stars) or at criticality (red circles), there are points (black squares)
where our simulations cannot determine which phase the theory is in. The grey area indicates the regime where we find these
“undetermined” point. The BKT phase transition must occur within this grey area.
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Uniform MPS and real-time evolution
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Dynamical quantum phase transition
“Quenching” : Sudden change of coupling strength in time evolution 
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Questions: Any singular behaviour?   Related to equilibrium PT?
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The Loschmidt echo and the return rate

&

c.f., the partition function and the free energy

In uMPS computed from the largest eigenvalue of the “transfer matrix"
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Observing DQPT

massive critical
real time t real time t

massivecritical

DQPT is a “one-way” transition…



DQPT and eigenvalue crossing

D-dependence in the crossing points



“Universality” in DQPT?



Mass gap
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(a) Pictorial representation of the MPS, and Hamiltonian and norm contractions
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eff [M]=

Hk
eff

+
∑M−1

m=0 Em×

(Πm)keff

|Ψm⟩keff
(b) Effective Hamiltonian for site k and excited level M .

Figure 1: Scheme of the algorithm for excited states. In 1(a) (left) we show the commonly

used graphical representation of a MPS (see e.g. [40]). Each circle corresponds to one tensor

(Ak) and each of its legs represents one index, with lines that join two tensors representing a

contracted index (as in a matrix multiplication). The open legs correspond to the physical

indices on each site. A particular coefficient in the product basis corresponds to fixing each

of the open indices to a value (0, . . . , d − 1). On the right, we show the representation

of some usual contractions. We can contract two MPS by joining their open (physical)

indices to compute the norm (lower scheme) or insert an operator with a matrix product

structure, as the Hamiltonian, to obtain the expectation value of the energy (above). In

1(b) we show the tensor network representation of Hk in the step of the optimization where

site k is computed. The term on the left is simply the contraction of the TN for ⟨H⟩ except
for tensor Ak. Each term in the sum on the right is the TN for the expectation value of

one projector (⟨Ψ|Ψm⟩⟨Ψm|Ψ⟩) leaving out the tensor at site k. The sum of all these terms

produces the effective Hamiltonian at site k.

This minimization corresponds to finding the ground state of the effective Hamiltonian

Heff [1] = Π0HΠ0. The procedure can be concatenated to find subsequent energy levels, so

that, to find the M -th excited state, we will search for the ground state of the Hamiltonian

Heff [M ] = ΠM−1 . . .Π0HΠ0 . . .ΠM−1 = H −
M−1
∑

k=0

Ek|Ψk⟩⟨Ψk|. (3.3)

Each of these ground state searches can be solved by applying the standard variational

MPS algorithm to the corresponding effective Hamiltonian (3.3), which can be constructed
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The Jordan-Wigner transformation

• The fermion fields satisfy  

• The Jordan-Wigner transformation  
 
 
 
expresses the the fermions fields in spins,

2

I. INTRODUCTION
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And similar power law for ψ̄ψ correlators.

The K-T phase transition at T ∼ Kπ/2 in the XY model.

The phase boundary at t ∼ 8π in the sine-Gordon theory.

The cosine term becomes relevant or irrelevant.
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Fig. 2.6 The DMRG modifies the NRG idea by adding a second block

a way that when we truncate the basis, the “distance” between the original ground
state |Ψ ⟩, and the new, truncated, variational approximation |Ψ̃ ⟩, is minimized:

S =
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∣∣∣
2
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where
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We are going to anticipate the solution: pick the basis |α⟩ given by the m eigen-
vectors of the reduced density matrix of the left block with the m largest eigenvalues.
In order to justify this result, we first need to introduce some important concepts.

2.3.1 The Reduced Density Matrix

Imagine that we have a bipartite system, composed by subsystem A and subsystem
B, as shown in Fig. 2.7. The Hilbert space of the system A + B will be given by
the tensor product of the Hilbert spaces of the two subsystems: HA+B = HA ⊗ HB ,
and will have dimension DA+B = DA × DB . Assume that the state of our system is
described by a normalized wave-function |Ψ ⟩ that has support on HA+B . We define

Fig. 2.7 In the DMRG, one
block acts as the environment
for the second one
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