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Introduction

m This document puts together the
information about the features and

microarchitecture of the A64FX processor,

as well as its basic performance data,
from the viewpoint of application
developers and tuning engineers.

m Refer to the following in conjunction with

this document.

Fortran User’s Guide
C User’s Guide

C++ User’s Guide
Profiler User's Guide

Programming Guide(Programming common
part)

Programming Guide(Tuning)
Programming Guide(Fortran)

m The following abbreviation is used in
this document:

A64FX Logic Specifications
A64FX ® Microarchitecture Manual

ARM® Architecture Reference Manual
(ARMv8 , ARMv8.1 , ARMv8.2 , ARMvS8.3)

ARM® Architecture Reference Manual Supplement
The Scalable Vector Extension

(e®)
FUJITSU

B Trademarks

Linux® is a trademark or registered trademark of
Linus Torvalds in the United States and other
countries.

Red Hat is a trademark or registered trademark of
Red Hat Inc. in the United States and other countries.

ARM is a trademark or registered trademark of ARM
Ltd. in the United States and other countries.

Proper names such as the product name mentioned
are trademark or registered trademark of each
company.

Trademark symbols such as ® and ™ may be
omitted from system names and product names in
this document.

M Revision History

Version Date Details
1.1 May 14, 2020 - First published

- Correcting typographical errors and
1.2 Sep 30, 2020 expressions by reviewing articles

- Correcting typographical errors and
1.3 Mar 31, 2021 expressions by reviewing articles
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A64FX Processor Overview (1/3) FUjiTSU

B High-performance, high-efficiency CPU using Arm SVE

® Double precision operation performance: 3.072 TFLOPS@2 GHz,
90+% @DGEMM

B Memory bandwidth: 1024 GB/s, 80+% @STREAM Triad

MG (Core Memory Group) 127D | A64FX
28 Gbps x 2 lanes x 10 ports

specification

13 cores s B R R ISA

L2 Cache 8 MiB I/0 -
Memac::ryes Gilé, 256 GB/s / PCIe Gen3 16 lanes (Base, extension) Armv8.2-A, SVE

Process technology 7 nm

Double precision
peak performance

3.072 TFLOPS@2 GHz

512-bit

SIMD Width 256-bit/128-bit supported as
well

Number of cores 48 + 4

Memory size 32 GiB (HBM2 x4)

Memory bandwidth 1024 GB/s

PCle Gen3 16 lanes

Interconnect TofuD(™ integrated

(*1) Tofu interconnect D

4 DO NOT REDISTRIBUTE NOR DISCLOSE TO PUBLIC. Copyright 2021 FUJITSU LIMITED



A64FX Processor Overview (2/3) FUjiTSU

B The A64FX processor (hereinafter referred to as the A64FX) is designed for
high performance computing (HPC). It is an out-of-order execution super-
scalar processor compliant with the ARMv8-A profile architecture and the
Scalable Vector Extension for ARMv8-A.

The A64FX adopts several distinctive architectures for HPC.

Scalable Vector Extension

The A64FX supports the Scalable Vector Extension (SVE), which is a vector
extension of the ARM Instruction Set Architecture.

Core Memory Group

The A64FX has groups called Core Memory Groups (CMGSs) in it, each consisting
of 13 processor cores, an independent L2 cache, and an independent memory
controller.

The processor has four CMGs and uses the Non-Uniform Memory Access (NUMA)
architecture for inter-CMG access.

Sector cache

This function virtually partitions the cache in units of ways, making it possible to
specify the sector that can be used at the instruction level. A program can
specify a sector by using tagged addresses.

The L1 cache has two 4-partition groups, and the L2 cache has two 2-partition
groups.
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A64FX Processor Overview (3/3) FUjiTsu

Hardware barrier

This function allows hardware to support synchronization between
software processes or threads. It enables high-speed synchronization
without any memory operation.

A hardware barrier is effective only within a CMG. Synchronization
between CMGs is achieved using a software barrier.

Hardware prefetch assist

This function allows a program to control the behavior of hardware
prefetch. The program can give information to the hardware prefetch
mechanism using the system register and tagged addresses.

High Bandwidth Memory

High Bandwidth Memory Gen2 (HBM?2) is used as the main memory
to provide high memory bandwidth.
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AB64FX Specifications FUjiTSU

Number of processor cores 52 (13 cores / CMG)
Number of CMGs 4

L1I cache size 64KiB / 4way

L1D cache size 64KiB / 4way

L2 cache size 32MiB / 16way (8MiB / CMG)
Cache line size 256B

Memory size 32GiB(8GiB/CMG)

Tofu Interconnect D
I/ PCI-Express Gen3 16 Lanes
Instruction set architecture ARMvVS8-A, ARMv8.1, ARMv8.2, ARMv8.3 (*1), SVE

O

(*1) ARMVS8.3 supports only complex number support instructions.
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A64FX Specifications : Bandwidth and Latency FUJITSU

T e [ emans
1
*
;
%

L1 [KiB/core] 64(instruction)+64(data)
Cache size Note: In the case of a node
. with an assistant core, an
=2 (llEeded 8 application is considered to
use 7 MB/14 ways.

5 (EX, short)
L1 8 (FL, short)
Cache latency [cycle] 11 (FL, long)

37 to 47 Average 42

(B/cycle/core

. ] 72 (64
Operation performance per 2&”%%?.2%%%?1" 5944 ((fzz%)
node (per core) [GFlops] HaI? S 15268 (356)

Integer add instruction 1
Integer mult instruction 5
FMA instruction 9

Memory latency [ns] 150
Theoretical memory bandwidth per node (per CMG) [GB/s] 1024(256)
Inter-CMG bandwidth 128 GB/s x 2 (two ways)

Basic operation latency
[cycle]

8 DO NOT REDISTRIBUTE NOR DISCLOSE TO PUBLIC. Copyright 2021 FUJITSU LIMITED



A64FX Specifications : Others FUjiTSU
| A64FX |  Remarks

Maximum number of decodes per cycle 4
Hardware prefetch queue 16
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Interconnect “Tofu Interconnect D”(TofuD) Overview rujitsu

B An interconnect controller is integrated in the CPU.

® The number of TNIs has been increased to achieve higher injection
bandwidth and flexible communication patterns.

® The barrier resources have also been increased to enable the implementation
of flexible collective communication algorithms.

B The memory bypass technology enables low-latency
communication.

B Direct descriptor and cache injection

| Tofubspec

Data rate 28.05 Gbps

Link bandwidth 6.8 GB/s
Injection bandwidth 40.8 GB/s
N T
Put throughput 6.35 GB/s
PingPong latency 0.49 to 0.54 ps
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L2 Cache Size Available to Applications

m | 2 Cache Size Available to Applications

B Verification: Performance Based on the Presence
of an Assistant Core
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L2 Cache Size Available to Applications FUJITSU

B In a CMG including an assistant core, part of the L2 cache (two
ways = 1 MiB) is used for the assistant core.
Therefore, when a CMG includes an assistant core, the space of the
L2 cache available to a user program is 7 MiB.

In case of a computing node

CMG2 CMG3
( 8MiB ) ( 8MiB )

----------

(THBMZ2 if 5
I CMG2 1 CMG3 !
1 1 1
1 1
| pEea|! leee !
I BEEE ! BEEA !
| 0000 | BEe0)| !
__________ L4 YTy —
NOC
(TS ] 1
Assistant core ———>@ i ®<«— Assistant core
| IEEE| ! BEEO| !
| BEEE ! BEEA !
AcIcIcIciplcIcIcIcl
i CMGO ! CMG1 !
{ HBM2 }i HBM2 |
CMGO CMG1

( 7MiB ) ( 7MiB )
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Verification: Performance Based on the Presence of

o0
: FUJITSU
an Assistant Core ]
B Imbench performance (2.0 GHz)
Results of measuring data access latency using CMGO Imbench (integer access)
1o | The data size (5 to 9 MiB) at which the
Memory change from L2 cache access to memory
L1D L2 [ access occurred was obtained for each CMG.
100,00 /_ Cache I_ Cache i --!
. , I : 1000.00
£ I
ig;OOO I- -JI

100 . . n . .
000 am 005 016 044 700 7200

data size(MiB)

The change from L2 cache access to memory
access occurs more quickly in the CMGs that
include assistant cores (CMGO and CMG1).

® Under the CPU specifications, the L2 50 50 d 70 <M-|38>I'O 50
cache size per CMG is 8 MiB. GO e o

However, the cache size must be
considered 7 MiB when the application is
running.

B Care needs to be exercised in cases where tuning is performed, such as
when blocking is done taking the L2 cache size into consideration. (The
reference value of L2 cache size is slightly less than 7 MiB.)
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Microarchitecture

Prefetch Data Access Alignment
SFI Constraints

PMU Events Verification of Qut-of-Order

Large Page Execution
Sector Cache SIMD Width

High-Speed Store (zfill) Power Control
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Prefetch

B About Prefetch Application (NICAM)

B Hardware Prefetch B Prefetch Instructions
Operation Provided by the A64FX

®m Prefetch Distance Setting ~ ™ Prefetch Collaboration
Command Between Hardware and

B Prefetch Distance Verification Software

B Hardware Prefetch B Prefetch Collaboration

Evaluation Using an Actual Verification
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About Prefetch (1/2) FUjITSU

B The A64FX supports the following new functions as hardware and
software prefetch:

m Hardware prefetch (HWPF)
e Hardware prefetch distance setting function
e Hardware stride prefetch function
m Software prefetch (SWPF)
* Automatic adjustment of the prefetch distance
»SVE Gather prefetch instruction support

B By using these prefetch functions, you can mask data access
latency to speed up application execution. (Latency masking)
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About Prefetch (2/2) FUjITSU

B Prefetch distance
Hardware prefetch and software prefetch perform data
prefetching on the lines ahead as indicated below.

Hardware Prefetch Software Prefetch
L1 Prefetch L2 Prefetch L1 Prefetch L2 Prefetch
FX100 2 lines Up to 16 lines 3 lines 15 lines
A64FX Up B’ 6 lines Up to 40 lines Auﬂnatic Automatic
The hardware prefetch distance The distance is automatically
can also be set by users. adjusted for software prefetch.

B When tuning loop blocking or outer loop unrolling, be aware that
the hardware prefetch may not work if the inner loop length
decreases.
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[Reference] What is Latency Masking? FUjITSU

B | atency masking hides data access latency (period from a data
transmission request until a response returns) by using prefetch. There
are three types of data access: L1D cache, L2 cache, and memory. The
prefetch target for latency masking is the L2 cache and memory.

B Data access latency measurement results from LMbench (at integer access)

1000.00
/’ Memory
F L2 cache
100.00
. [ L1D cache /
2]
c
>
S
§10.00 /
(o}
—
1.00
0.00 0.02 0.05 0.16 0.44 7.00 72.00
Data size (MiB)
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Hardware Prefetch Operation FUfiTsu

B Hardware prefetch conditions
M The prefetch is triggered by missing L1.
® The L1 miss continues to be repeated on a cache line basis.

B Operation algorithm of hardware prefetch
1. If cache line A is missed, line A+1/A-1 is newly registered in a 16-entry FIFO
(queue) called a PFQ (prefetch queue). (Figure 1)

2. When subsequent access is made to line A+1 and hits A+1 registered in the PFQ, it
is considered ascending order stream access. From this point on, HWPF begins in
the ascending order direction. Also, A+1 in the PFQ is updated to A+2. (Figure 2)

3. After the above stream access is detected, the L2 prefetch is extended up to 40

Note) The numbers in the table
represent lines. In byte notation, 1
line must be regarded as 256 bytes.

m Correspondence between PFQ
and prefetch addresses

lines ahead by prefetching the data of two lines at a time. In the A64FX, the L1 PFQ-hit | LZHWPF-ADRS | L1IPHWF-ADRS
prefetch is also extended up to six lines ahead by prefetching the data of two lines A+ 1 A+2,A+3
at a time, as in the L2 prefetch. (Figure 3) A+ 2 | A+ 4, A+ 5 | A+ 2, A+ 3
®m Overview of prefetch At3  |A+6A+7 At 4, A+ S
A+ 4 A+ 8, A+ 9 A+ 6, A+ 7
 » 1 & AtY - Av2 :
A Figure 1 Figure 2 | | Figure 3 A+ 5 A+10, A+11 A+ 8,A+9
_ l l A+ 6 A+12, A+13 A+10
% entry % change change A+7 | A+14, A+15 A+11
PFQ ' PFQ PFQ A+ 8 A+16, A+17 A+12
A+1/A-1 — A+1-> A+2 A+2-> A+3
A+1 PFQ - hit A+2 PFQ- hit A+ 9 A+18, A+19 A+13
A+10 | A+20 A+14
A+11 [ A+21 A+15
A+12 | A+22 A+16
A+13 | A+23 A+17
A+14 | A+24 A+18
=/+1 /D_ C+1 A+2 L1 prefetch C+D—
A PFQ - miss A+2 L2 prefetch A+2, A+3 L1 prefetch | A+2 A+4, A+15 A+25 A+19
A+3 L2 prefetch A+3 A+4 L2 prefetch [ A+3 | A+5
lLlPFlLZ"F lLlpFlepF A+5 L2 prefetch lLlpFlepF * L2PF = 10 lines ahead, L1PF = 4 line ahead
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Hardware Prefetch Distance Setting Command FUJITSU

B Provision of the hardware prefetch distance setting command (hwpfctl)

Item Description
hwpfctl [ --disableL1 ] [ --disableL2 ] [ --distL1 lines_I1 ][ --distL2 lines_I2 ] [ --weakL1 ] [ --weakL2 ] [--verbose]
command {arguments ...}
Format [ hwpfctl --default [--verbose] command {arguments ...}
hwpfctl --reset [--verbose]
hwpfctl —help
Explanati | The hwpfctl command changes the behavior of hardware prefetch (stream detect mode) provided in the A64FX.
on The CPU core to be changed by this command is determined by process affinity.

--disableL1
--disableL2
Disables hardware prefetch for the L1/L2 cache. If these options are omitted, hardware prefetch is enabled.
--distL1=lines_I1
--distL2=lines_12
Specify the lines of the L1/L2 cache to be prefetched, by using the number of cache lines counted from the missed cache
line. In lines_I1, you can specify a value from 1 to 15 as the number of lines of the L1 cache to be prefetched. Likewise, in
lines_l2, you can specify a value from 1 to 60 as the number of lines of the L2 cache to be prefetched. Note that the value
specified in lines_I2 is rounded up to a multiple of 4 when written to the system register. If you specify 0, the command
behaves assuming the default value of the CPU. If these options are omitted or an invalid value is specified, 0 is assumed.
Option(s) | --weakL1
--weakL2
Specify that the priority of the L1/L2 cache prefetch request is weak. If these options are omitted, the priority is strong.
--default
Starts the command using the default settings. The options other than --verbose are ignored.
--reset
Initializes the system register values. The options other than --verbose are ignored.
--verbose
Outputs the values before and after the system register is changed.
--help
Shows how to use this command.

B Use example of the hardware prefetch distance setting command (hwpfctl)

hwpfctl —distL1=6 —distL2=40 a.out
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Prefetch Distance Verification: Conditions FUjITSU

B Measurement conditions for prefetch performance evaluation

Verification code

Prefetch distance to
be evaluated

Cores to be
measured

Translation option

Access range

- Triad L2 cache access (L1 prefetch distance evaluation)
- Triad memory access (L2 prefetch distance evaluation)

Hardware prefetch distance and software prefetch distance (strong)
- L1 prefetch: 3 to 10 lines ahead
- L2 prefetch: 10, 15, 20, 25, 30, 35, or 40 lines ahead
(In L1, the default is 6 for HWPF and automatic for SWPF (4 for Triad).)

12 cores (CMGO)

-Kfast
For software prefetch evaluation:
-Kprefetch_sequential=soft -Kprefetch_line=? -Kprefetch_line_L2="

The conditions for the Triad code evaluation are as follows.
-- Double precision operation arrays must be used.
-- bss must be used.
-- Number of innermost loop iterations, array size (n)
- L1 prefetch evaluation: 174720 (The total size of the arrays to be accessed is half the L2
cache size.)
- L2 prefetch evaluation: 10485120 (The total size of the arrays to be accessed is 30 times
the L2 cache size.)
* Each array is 256 byte aligned.
-- Number of outer loop iterations (iter)
- L1 prefetch evaluation: 10000
- L2 prefetch evaluation: 3000
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Prefetch Distance Verification: L1 Prefetch FUjiTSU

W |1 prefetch distance evaluation (i \
using Triad (L2 cache access) ‘Somp parallel

750.0

700.0

650.0

600.0

550.0

500.0

450.0

400.0

350.0

300.0

672.6

3line

698.0

4line

696.1

Sline

Doj=1, iter
I$omp do
Doi=1,n
y(i)=x1(i) + c0 * x2(i)
End Do
I$omp end do nowait
End Do
I$omp end parallel

Prefetch distance and throughput (Triad on L2)

72817249 7204 7176 7150 7146 7111

690.5 704.9
661.1
638.7
623.4
606.6
| Best value
6line 7line 8line 9line 10line 3line 4line Sline 6line 7line 8line 9line 10line
Hardware prefetch Software prefetch

Performance when the distance is not specified
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Prefetch Distance Verification: L2 Prefetch FUjITSU

( )

m |2 prefetch distance \ Uit ,

. . . I$omp parallel
evaluation using Triad Doj = 1, iter
'$omp do
(memory access) o e
y(i)=x1() + c0 * x2(i)
End Do
I$omp end do nowait
End Do
I$Somp end parallel

Prefetch distance and throughput (Triad on memory)

170.0
1616 4599 1598 1595 1591 1592 1614 1610 1599  159.9  159.9  159.9  159.9

160.0

150.4
150.0
140.0
130.0
120.
0-0 Best value
110.0
100.0

10line 15line 20line 25line 30line 35line 40line 10line 15line 20line 25line 30line 35line 40line

Hardware prefetch Software prefetch

Performance when the distance is not specified

* The throughput does not include that of the data read from those cache lines to which data is written.
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Hardware Prefetch Evaluation
Application (NICAM)

Using an Actual o
FUJITSU

B Evaluation by hardware prefetch distance adjustment
The hardware prefetch distance adjustment function was used to do
performance evaluation with an actual application (NICAM).

m L1 prefetch distance evaluation
As the L2 prefetch distance, the initial
value (40) was used. The fastest value
was obtained when L1 was 3.

L2 prefetch distance evaluation
First, as the L1 prefetch distance, the
initial value (6) was used. It was
confirmed that high speed was achieved
at short distances (16 to 32).

Next, based on the L1 prefetch distance

evaluation, measurement was conducted
at short distances, with 3 specified as L1.

An improvement of approx. 2% was
confirmed.

L1 prefetch distance change (operation interval execution
time)

[Seconds]

45.0
445
44.0
435
43.0
425
42.0
415
41.0

43.1

42.8

10 11 12

seconds) L2 prefetch distance change (operation interval execution
time)
44.0

43.5 43.1

42.9

‘\/‘—"/‘_/

42.3

43.0
42.5
Performance

improvement of
approx. 2%

41.5

41.0

16 20 24 28 32 36 40 44 48

=@=|1=6(Not specified) e=@==]1=3

52 56 60
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Prefetch Instructions Provided by the A64FX (ISA)  Fufitsu

B Prefetch instructions provided by the A64FX | The (1) ARMv8 prefetch instruction and

_ _ (2) SVE contiguous prefetch instruction
@  ARMvS8 prefetch instruction are used for contiguous access.

Prefetch instruction corresponding to the contiguous load / store instructions
(without considering the prefetching across lines)
If the data to be prefetched spans two 256 %\
lines, only the data of the first line is
prefetched.

256 bytes 256 bytes I 256 MW’@S

(20 SVE contiguous prefetch instruction

Prefetch instruction corresponding to the contiguous load / store instructions
(considering the prefetching across lines)

If the data to be prefetched spans two
lines, the data of the two lines is g::> 256 % Wbytes

prefetched.

256 bytes 256 bytes

N
o1
»
(o)
<
—t
D
wn

(3 SVE gather prefetch instruction The (3) SVE gather prefetch
Prefetch instruction corresponding to discrete access instructions instruction is used for indirect access.

(gather/scatter)
g:> y, Nltes ZN% @ bytes

r""
®
»

%
M
»
N
o1
o))
o
S
%)
»
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Prefetch Collaboration Between Hardware and
Software

HWPF may not be generated in the cases below.

Complementing hardware prefetch with software prefetch
achieves ideal performance.

(e®)
FUJITSU

B There are more than 16 streams.
B Block stride

Loop blocking (effective for array replacement, matrix operation, etc.)
Unrolling of an outer loop

B Access by masked SIMD
When a stream in an if statement is accessed, hardware prefetch
may not be generated depending on the true rate of the if
statement, preventing contiguous access from occurring.

The term “collaboration” means that
software prefetch complements the
prefetching process in case

hardware prefetch is not generated.
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Prefetch Collaboration Verification (1/2) FUjITSU

B Evaluation of the case when there are more than 16 streams

If the innermost loop has more than 16 streams, software prefetch

complements part of the prefetching process (collaboration).
Software prefetch handles as many streams as the total number of
streams minus 16 (when there are 20 streams, software prefetch handles

four).
This is automatically recognized by the compiler and done transparently

to the user.

- Evaluation cases verified
(1) HWPF only

A case of execution is evaluated where prefetching is performed only by HWPF without SWPF complementing

the process even when there are more than 16 streams.
There is the possibility that the PFQ size may become insufficient, making sufficiently effective prefetching

difficult.
In a program like a short loop, the startup of HWPF may become remarkable.

(2) SWPF only

A case of execution is evaluated where all prefetching is performed by software prefetch.
An increase in the number of instructions may have an adverse effect, potentially preventing the

performance from being improved.

(3) HWPF + SWPF (default for the compiler)
A case of execution is evaluated where SWPF complements the prefetching process when there are more

than 16 streams.
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Prefetch Collaboration Verification (2/2) FUJITSU

B Execution results

dok =1, iter iter=3 n=323323
I$omp parallel do
doi=1,n
y() = (((CC(((x1(i) &
*c0 +x2(i) ) *c1 +x3(i) ) *c2 +x4(i) ) *c3 +x5(i) ) &
*c4 +x6(i) ) *c5 +x7(i) ) *c6 +x8(i) ) *c7 +x9(i) )
y2(i) = ((((((((x11(i) &
*c0 +x12(i) ) *c1 +x13(i) ) *c2 +x14(i) ) *c3 +x15() ) &
*c4 +x16(i) ) *c5 +x17(i) ) *c6 +x18(i) ) *c7 +x19(i) )

Three threads are executed
to evaluate a state in which
there is a memory
bandwidth bottleneck
(latency bottleneck).

end do
end do \/_
ms)  Execution of 12 threads for 20 streams ms) ~ Execution of 3 threads for 20 streams
1.2 3
2.707
1.03
1 2.5
0.924
0.862
0.8 2
1.803 1.756

It is considered that, since
more streams than allowed 15
by the prefetch queue size
are handled, the dm miss is
caused by the access /\
rejected by the prefetch 1
queue. There is a memory

bandwidth

bottleneck. /¥

(Memory throughput:
0.2 206.5 GB/sec) 05 The case of HWPF + SWPF achieves the

fastest value as expected.
0 , 1N ]
HWPF only SWPF only HWPF+SWPF HWPF only SWPF only HWPF+SWPF
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SFI (Store Fetch Interlock)

B About SFI

B Causes of Excessive SFI and SFI Precheck
B Explanation of Measurement Cases

B Excessive SFI Prevention by the Compiler
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About SFI FUjiTsu

m SFI (Store Fetch Interlock)

®m This is a control mechanism that applies an interlock so that, when the address of
the preceding store instruction is identical to that of the succeeding load
instruction, load is not executed before store.

m Basically, the interlock is applied only to the address where store is executed.

This can be prevented by the compiler. (A case of such

B Excessive SFI prevention will be described later.)
Excessive SFI occurs in the following cases. (Details will be given later.)

o In the case of masked SIMD, the addresses whose mask judgment results are 0
(do not store) are also locked.

* When the gathering function of Gather Load is activated, the SFI target to be
checked by Gather Load becomes the cache lines (all included entries).
Actually, there may be cases where the SFI of an address for which load is not
executed is detected to determine whether the address is locked.

B The occurrence of SFI can be checked based on the CPU analysis
report.
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Causes of Excessive SFI and SFI Precheck FUjITSU

B Causes of excessive SFI

Description of excessive SFI Related application

Predicate mask = 0

Gather Load instruction aggregation

Load instruction for access across a 4-KB
boundary

Addresses not aligned on the 4-B
boundary in all SIMD entry sizes

Multiple structure instruction

gFI also applies to the store of an entry whose predicate mask is ADVENTURE

When the Gather Load instruction activates the aggregation

function, the SFI check target becomes the cache lines. GENESIS

In the case of a load instruction for access across a 4-KB
boundary, the SFI check is always performed on bits 11 to 0 of
the physical address.

The SFI check is always performed with the data length aligned
on the 4-B boundary.

- The SFI check target becomes the cache lines.

(Entry size: 4 B/8 B)

- Even if VL is 0 or 1, the SFI check target for store is the same
as when VL is 3.

(Entry size: 1 B/2 B)

B Causes of SFI precheck

Description of SFI precheck Related application

When the preceding store
instruction exists in the pipeline

When the preceding store
instruction misses L1D$

When the preceding store instruction exists in the
pipeline, the SFI precheck is performed on bits 11 to on L1$ array access
0 of the physical address.

The SFI precheck is performed on bits 11 to O of the
physical address until the store data arrives at L1D$.
The load instruction is not entered again until after
the arrival of the store data.
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FUJITSU

Explanation of Measurement Cases

B Excessive SFI when the Mask Valuem Excessive SFI when the Load

of the Access Instruction is 0 Instruction Calls for Access ACross
B Excessive SFI when the Gather a 4-KB Boundary
Load Instruction Aggregation B Excessive SFI for Multiple Structure

Function Makes the Cache Lines B Causes of SFI Precheck

the SFI Check Target ® Simple Cases when the Mask Value
m Excessive SFI when the SIMD is 0

éddredss is Not on the 4-B ® Impact on Performance when the
oundary Mask Value is O
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Excessive SFI when the Mask Value of the Access

Instruction is O

for (jBlock = @; jBlock < iBlock; jBlock++) {
for (iv = @; iv < 6; iv++ ){
double v_j = vector2[jBlock][iv];
double m_i0_j

OffDiagComponents[instanceld][offset
double m_il j

OffDiagComponents[instanceld][offset
double m_i2 j

OffDiagComponents[instanceld][offset
double m_i3_j

OffDiagComponents[instanceld][offset

double m_i4 j = OffDiagComponents[instanceld][offset
double m_i5 j = OffDiagComponents[instanceld][offset

tmp[threadId][jBlock][iv]

+ + + + + 4+

jBlock][@][iv];
jBlock][1][iv];
jBlock][2][iv];
jBlock][3][iv];
jBlock][4][iv];
jBlock][5][iv];

+=m_i0_j * v_i0 + m_il1l j * v_il + m_i2 j * v_i2

+ m i3 j * v_i3 + m_i4 j * v_i4 + m_i5_j * v_i5;

o0
FUJITSU

}
} tmp array [00le.nj02|0s]0s0s|000nju|0s]usasleolen|ea|es]eses|eo|e]
e N nnnnnn
Even the parts where the
mask value is 0 are
jB=0 store | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | locked as;ﬁ"’ causing
A A :
A\ 4 A\ 4
jB:1Ioad|1 |1|1 |1| 1|1| o|o|
jB=1store | 1|1 [1][1]1[1]o]0]
A A
A\ 4 A\ 4
jB:2Ioad| 1|1 |1 |1| 1|1 |o| o|
jB=25tore|1|1|1|1|1|1|o|o|
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Excessive SFI when the Gather Load Instruction Aggregation Function Makes o)
the Cache Lines the SFI Check Target FUJITSU

i do k = 1, num_nbl15_calc(ix,1i,ik)

(GNTY
.
1l 1}

iy

force(1,1iy,j,id+1,ik)
force(2,1iy,j,id+1,ik)
force(3,1iy,j,id+1,ik)

nbl5 calc_
int(real(ij)*inv_MaxAtom)

list(k,ix,1i,ik)

ij - j*MaxAtom

Notes:

force(1,iy,j,id+1,ik) + work(1
(1,1y,3, »1k) (1) 1. The list values of the array are changed

force(2,1iy,j,id+1,ik) + work(2) to easy-to-explain values for simplicity.
force(3,1iy,j,id+1,ik) + work(3) i

2. Excessive SFI also occurs between
force(1,..), force(2,..), and force(3,..), but
its description is omitted.

Relationship between
entry numbers of array iy
and 128-B alignment

k=1-16 load | 1l 2 4 7 92926 2729 313245 47,4850 52 (Entry number of iy)
Aggregatlon | Done : Done : d'\zl)zte : Done : Done : d'\i(;te 1 Done : Done I

—_1 - F

| 12‘83 | k=1-16 store| 1 2 4 7| 9 23 2627 29 31| 32 4¢ 47| 48 50 52 SFI occurs because

o0 1 2 - | 91 Same cache store sub_]e;ct to SFI

10 11/12 --- [19 line exists.

2021122 --- |29 | Same cache

3031/32 --- [39 line _ SFI check |4o—59|4o—59| 62| 76/60-79/80-99(80-99/80-99(80-99)|
i 6 smecane (GG e G
60 61,62 -~ |69 : activated, the SFI check | (=17-31 |oad 1541 57 58 59! 62 76| 77 79| 82 scﬂ 85| sel 90 91| 93] 95|
70 7172 --- |79 Samle cache e sO ) e leache A Done ' Done | Not 'Done ' Done | Done ' Done | Done !

Ine lines (all included entries). ' ' ' d : ' ' ' ' '

80 81/82 --- [89 | Same cache ( ) ggregation one

9091/92 -+ |99 line k=17-31 store 54 57 58 59 62 76| 77| 79 82 83] 85 86 90[ 91 93 95
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Excessive SFI when the SIMD Address is Not on the
4-B Boundary

B When addresses are not aligned on the 4-B boundary in all SIMD entry
sizes, the SFI check target always becomes the 4-B boundary.

Example: When the array entries are read and updated at double precision

(e®)
FUJITSU

Array 0 - 7 entries 8 - 15 entries 16 - 23 entries

® When addresses are aligned on the 4-B

boundary 4-B boundary When addresses

64B > are aligned on the
Lot 0-7 enties e v In the case of 4-B or 8-B
STID 0-7 entries does not occur. entries, addresses are
< 548 > aligned on the 4-B or 8-B
LD1D 8 - 15 entries . . .
boundary in principle
ST 815 entres and, therefore, there is
no problem.
- \lévorll,lel’lré:sydresses are not allgrl-eBdbcij:dzDe41_kiundaw Assuming that data ‘/ Ca re needs to be
« 648 N it ) exercised about FP16 or
o premes | performed, thus integers. Note that the
. 0~ 7 enfries ) causing excessive SFI. problem may be
(oiD i o 15 enties i mitigated by software
pipelining.

ST1D | ‘ 8 - 15 entries

Extended SFI check target parts
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Excessive SFI when the Load Instruction Calls for
Access Across a 4-KB Boundary

B When access across a 4-KB boundary is made with a single load
instruction, the SFI check is always performed on bits 11 to 0 of
the physical address.

Example: When the array entries are read at double precision

Array 0 - 7 entries 8 - 15 entries 16 - 23 entries

(e®)
FUJITSU

4-KB boundary

A

64B

v

LD1D 0 - 7 entries

A

64B
LD1D 8 - 15 entries

v

A

64B
LD1D 8 - 15 entries

v

Only for this instruction,
the SFI check is
always performed on
bits 11 to O of the
physical address.
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Excessive SFI for Multiple Structure (1/2) FUjITSU

B In a multiple structure store / load instruction whose entry size is 4 B/8 B, the SFI check target
becomes the cache lines.
Example: When the array entries are read and updated by a LD2D instruction/ST2D instruction

Array 0 - 15 entries 16 - 31 entries 32 and subsequent entries

® When addresses are aligned on the 256-B boundary

256-B boundary 128-B boundary 256-B boundary
< 128B »
LD2D(2REG) 0 - 15 entries
ST2D(2REG) 0 - 15 entries < 128B >||
" 188 >
LD2D(2REG) <1 128B » 16 - 31 entries
4

ST2D(2REG) 16 - 31 entries ‘

Assuming that data ‘/ The prObIem may be

Extended SFI check target parts always exists up to the ..
cache line, the SFI mitigated by software
check is performed, . L.
thus caUSISanI.excesswe p | pe | | n | n g .
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Excessive SFI for Multiple Structure (2/2) FUjITSU

B In a multiple structure store instruction whose entry size is 1 B/2 B, when
the VL (vector length) is 0 (128-bit SIMD) or 1 (256-bit SIMD), the SFI
check target is the same as when the VL is 3 (512-bit SIMD).

Example: When the array entries are read and updated by a LD2H
instruction/ST2H instruction with the VL set to 1 (256-bit SIMD)

Array 0 - 31 entries 32 - 63 entries 64 - 95 entries
< 648 N ‘
LD2H(2REG) 0 - 31 entries .
Assuming that the ST2H
STOMOREG 0. 31 o P = instruction always stores with VL
(eREG) 31 entries < | e g set to 3, SFI check is
< 648 —» performed, thus causing
LD2H(2REG) 32 - 63 entries excessive SFI.
ST2H(2REG) / 32 - 63 entries ‘
Extended SFI check target parts ‘/ The prOblem may be

mitigated by software
pipelining.
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Causes of SFI Precheck

(e®)
FUJITSU

1. When the preceding store instruction exists in the pipeline while the pipelining of the

load instruction is in progress

Addresses used for the SFI precheck

b Time | s,
47 12 11 0
Store | | VA
Load | F-2--1 | 39 12 11 0
T PA
Stage where the SFI check is performed If the precheck result is :
Precheck because the store instruction exists "Possible,” abort and reenter. : < > zgnr: t:re >
in the pipeline : P

*
g »
---------------------------------------------------------------------------------------------------

2. When the preceding store instruction misses the L1D$ cache and retrieves data from L2$ (1)
(When the load instruction hits L1D$: Precheck and wait until the store data arrives)
Data Data arrival » Time
Store | | ©L1miss” request to >
L2$
Load | FT ------------------ | |
Stage where the SFI check is performed If the precheck result is "Possible,” abort and
Precheck until store instruction data arrives reenter. Before reentering, wait until the store
data arrives.
3. When the preceding store instruction misses the L1D$ cache and retrieves data from L2$ (2)

(When the load instruction misses L1D$: Precheck and wait until the store data arrives)

Stage where the SFI check is performed
Precheck until store instruction data arrives

Data arrival > i
oot a arriva Time
Store | | ©L1 miss™ request to > .
2% Data Data arrival
Load | L1 miss< - reguastto -~ 2 & |
L2%

:

If the precheck result is "Possible,” abort and
reenter. Before reentering, wait until the load
data arrives.

v' Since the data request is made to L2$, there is no impact on performance, while the SFI count of the PA is

updated.
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Simple Cases when the Mask Value is O Frujitsu
mImage of access

real*8 y(X,n), x1(X,n) <-X=8,6
Do k = 1, iter
Doj=1,n
Doi=1,X <- X=8,6
y(i,3) = y(i,3) + x1(i,j)
End Do
End Do

m X = 8 (SFI does not occur) _ EndDo

Array y 11(21 (31|41 |51|621 (7181|1222 |32 |42 |52 (6,2]|72]8,2]31 LI
) Since there is no
j = 1 load mask ! ! ! ! ! ! ! ! overlap, SFI does
j=1storemask | 1 1 1 1 1 1 1 1 fot ocalr
j = 2 load mask 1 . : . : 1 1 1
. X — 6 (SFI OccurS) j = 2 store mask 1 1 1 1 1 1 1 1
Array y 11 (21 (31(41]51]6,1 | 1,2 | 2,2 E 32142 |52 |62 (31|32 ]33]|34]|35 LI
| |
j = 1 load mask 1 1 1 1 1 1 93 0 0 |= The mask value is locked even
1 when it is 0, and SFI occurs at
i = 1 store mask 1 1 1 1 1 1 0 0 : the rotation of j = 2.
S
j = 2 load mask :l 1 L L L L L 0 0
j =2 store maskl| 1 1 1 1 1 1 0 0
- -
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Impact on Performance when the Mask Value is O FUJITSU

B Measurement results

real*8 y(X,n), x1(X,n) <-X=8to1
Do k = 1, iter
SFI occurs when the number Doj=1,n
of iterations is 7 or 6 Doi=1,X <-X=8to 1
y(i,3) = y(i,3) + x1(i,j)
Time elapsed End Do
End Do
2 11.047 End Do
10.598
10
g When the number of iterations is 5
or less, the compiler does not
recognize the need for SIMD (full
6 unroll) and SFI does not occur.
4
2.771
) 1.738 1.609
0.846
H B
0 | i —
6 o &° B B &’ i &
N S S S S S S S
> o o @ @ @ @ @
{@J . {\,@ {@/ . {@/ . {\’Q/ {\’Q/ {\‘Q/ . {\‘Q/
K K K K K K K K
‘\.\ ‘\.\ N\ \.\ X \.\
& & S & & & & &
X X < < < < < N
& & & & & & & &
& o8 o o o8 o o o
&0 &o &o \o \o Ko ko Ko
‘OQ' ‘OQ' ‘OQ' ‘OQ' ‘OQ' (2 < <
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FUJITSU

Excessive SFI Prevention by the
Compiler

B When the Mask Value is 0: Excessive SFI
Prevention by the Compiler

B When the Mask Value is 0: Results of Excessive
SFI Prevention by the Compiler
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When the Mask Value is 0: Excessive SFI Prevention

O
- FUJIT
by the Compiler Tt
B Excessive SFI can be prevented by D Dyt
compiler scheduling. scheduling (SWPL) is
promoted on the outer loops
to prevent excessive SFI.
- After improvement
Before improvement TOREVETTE TEEEIS)
5 1 Do k =1, iter 5 1 Dok =1, iter
6 2 2 Doj=1,n <<< Loop-information Start >>>
<<< Loop-information Start >>> <<< [OPTIMIZATION]
<<< [OPTIMIZATION] <<< SOFTWARE PIPELINING
<<< SIMD(VL: 8) <<< Loop-information End >>>
<<< Loop-information End >>> 6 2 2 Doj=1,n
7 3 2V Doi=1,6 <<< Loop-information Start >>>
8 3 2V y(i,)) = y(i,j) + x1(i,j) <<< [OPTIMIZATION]
9 3 2v End Do <<< SIMD(VL: 8)
10 2 2 End Do <<< Loop-information End >>>
11 1 End Do 7 3 2V Doi=1,6
8 3 2 y(i.)) = y(i,j) + x1(i,))
9 3 2V End Do
10 2 2 End Do
11 1 End Do

43
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When the Mask Value is 0: Results of Excessive SFI

o0
Prevention by the Compiler e

B Measurement results of prevention by the compiler

12.0
100 — \ A64FX A64FX A64FX A64FX
CPU CPU CPU CPU
Excessive SFI is performance | performance | performance | performance
- 80 — prevented by improving Actual Actual Actual Actual
g the compiler. machine machine machine machine
= ] Number of Number of | [Reference] | [Reference]
S 6.0 innermost .
2 [Reference] loop innermost | Number of | Number of
3 Excessive SFI can also be prevented by . . . . loop innermost innermost
E ‘0 modifying the code (padding) or using Source code version iterations: 6 iterations: 6 loop loop
DO no SIMD. Occurrence p ion byl i U . U
of excessive reventlor! Y |terat|o_ns. 6 | iterations: 6
SFI the compiler Padding NOSIMD
20 — —
Floating-point precision Dou_b_le Dou_b_le Dogple Doqple
precision precision precision precision
0.0 ' | S| SIMD width 8 8 8 1
CPU pAfr‘f‘grﬁance CcPU ggrzflf';rﬁance CPU p?e?r‘flgrﬁance CcPU ggflo':r)r(nance Number of threads 1 1 1 1
HBM HBM HBM HBM ,Aggregation thread 0 0 0 0
Number of innermost loop|Number of innermost loop [Reference] [Reference] num ber
iterations: 6 iterations: 6 Number of innermost loop|Number of innermost loop . .
Occurrence of excessive Prevention by the iterations: 6 iterations: 6 Execution time [s] 1.06E+01 6.02E-01 5.65E-01 2.51E+00
SFI compiler Padding NOSIMD Total number Of
. i . S . 3.47E+09 2.81E+09 3.09E+09 1.08E+10
@ Memory/cache access wait OOperation wait effective instructions
OInstruction decode wait O Other instruction commit GFLOPS (processes) 0.29 5.10 5.44 0.92
EOne i'nstructi.on commit. ®Two or three instructions commit ng)g/rgrgr::;zg?hpm 0.00 0.00 0.00 0.00
BFour instructions commit L1 busy rate/thread 42.25% 80.41% 88.26% 99.49%
SFI(/cycle)/thread 0.68 0.03 0.00 0.00

Excessive SFI when the mask value is O can be prevented.

44
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FUJITSU

PMU Events

Features of CPU Analysis Report
Improvements in the CPU Analysis Report from K/FX100 Products
Examples of the Displayed CPU Analysis Report
Image of the Displayed CPU Analysis Report: Overview
Image of the Displayed CPU Analysis Report: Graphs
Image of the Displayed CPU Analysis Report: Tables
DGEMM: Display and Analysis Example
STREAM: Display and Analysis Examples
Notes on FLOPS
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Features of CPU Analysis Report

Display CPU performance information in Excel based on PMU Events.

(e®)
FUJITSU

The collected major performance data can be displayed just after five measurements.
11 times measurements recommended. (Equivalent to FX100)
Conducting additional measurements can provide more detailed performance data.

Collectable information corresponding to the number of measurements.

Performance data Level Single report Simple report Standard report Overall report

Statistical information

Cycle accounting
Memory/cache busy status
Cache miss status

Instruction mix

Unbalanced load

Power consumption

Hardware prefetch information
Inter-CMG data transfer status
Other performance data

Collected Collected*
Collected
Collected
Collected
Collected

Collected

<-

Collected*

Collected*

Collected*

Collected*
<-

Collected

<-
<-
Collected*
<-
Collected*
<-
<-
Collected
Collected
Collected

(*) The higher the level is, the more data is collected.
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Improvements in the CPU Analysis Report from

K/FX100 Products

Display of
performance
data according
to the number of
measurements

Increased
amount of data

Layout

The precision PA visibility

function (CPU performance
analysis report) cannot be

used unless the measurement
is conducted at least 7 times

for K or 11 times for the
FX100.

47

(e®)
FUJITSU

The CPU performance analysis report can
be displayed just after 1 time or 5 times
measurements.

Additional data can be displayed by
conducting the measurement 11 or 17
times.

Additional measurements of cycle
accounting and others can provide more
detailed CPU performance data.

Various kinds of data have been added.

- Floating-point and integer operation
pipeline busy

- L2 cache miss breakdown (dm miss
rate, swpf miss rate, hwpf miss rate)

- Predicate mask information

- Gather aggregation count

- Spill/fill counts

- Inter-CMG access volume

- Power, etc.

While the A64FX handles more data than
the previous products, the main data is
displayed in a single A3-size sheet.
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Examples of the Displayed CPU Analysis Report FUjITSU

B Target applications
= DGEMM
m STREAM

B The measurement conditions are as follows.
® Operating environment
o AG4FX

m CPU performance analysis data collection level and number of
measurements

*Simple data (five measurements)
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Image of the Displayed CPU Analysis Report
(Overview)

CPU Performance Analysis Report 4.1.0

o)
FUJITSU

T 1 = ™ =
e || =y 1 |:-_-l_-_- — IIF= I T T |
P e | ] ':;;‘;:- o rase
Statistical information (Single/simple) == E E E E E
s e e S e s = =
= s R Statiwien Couchn LALRLT mbwn rwie | fLaas- Cipcla derournting mecubian timeu
Sy it il et - wiars imtrusson i
= d &5 = == s L
—_——T mltaws praleich e (L0, L3 = e
— = Memory/cache busy status -
= === (simple/standard) s =
— =4 = =5 — = = === s
= s &3
- — sl = an .
mcha ﬂ-\.":' mutenied IEEESH .:.:::-—— ;‘-:-:_-_' e 550
o I R ISR e . I
= - Cache miss status s v
— = - Ll
= (simple/standard) b LB i
3 ) =T == o~ R
. = e s e = — Pl o o | = U | o e o [ e | e el | pirwa =S R
e e e | L s e e e e e e e e e T e e e T T S ’ | — -
e e e e e —— —t = = f—
== = Instruction mix === £ = = £ = = 5 |} Rudieia
— & = simple/standard/overall === S =S £ & = = £ —
— = == = = === Sl el e e e e e e o — =
Satw (%] e t o) Porsar Cormumigon
[rpre—en— FLoR wem PSS PR - D4
e ™ ™ i L 5T
e mren e —
B E 25| 23T L DI+
=1 = = o - S
Hardware prefetch information Other performance data (overall) = —
(overall) Gather aggregation count = .
== performance data —= e e e eice
- [N 10 )
(simple/standard) == = = B e : o

= FLOPS, etc. considering the|
Inter-CMG data transfer status (overall) ratio of Active elements

Depending on the number of times data is collected, the tables and graphs are displayed with increasing levels of detail in the following order: simple, standard, and overall.
(The actual CPU performance analysis report does not display colored frames like those shown below.)

C—) simple [——2J Standard Overall
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Image of the Displayed CPU Analysis Report (Graphs) rujitsu

B A look at the following data gives you a rough grasp of the performance.

®m Operation peak, ®m Cache status m Cycle accounting
throughput peak, SS——

1.0E+01

and SIMD ratios rr—

9.0E+00
) B3 instruction commit
Statistics Cache L1D,L2 miss rate (/Load-
store instructions) B2 instruction commit
8.0E+00
W 1 instruction commit
® SIMD instruction ratio(/Effective m software prefetch rate(L1D,L2 miss) _ wEa dhroni
instruction) 7.06+00 rrier synchronization wait
® Memory throughput peak ratio o hardware prefetch rate (L1D,L2 miss) . @ Instruction fetch wait
® Floating-point operation peak ratio mdemand rate(L1D,L2 miss) W Store port busy wait
6.0E+00
100% —m8 ————————— i00 —m8 I 8 Other wait
W Branch instruction wait
20% 0.90 5.0E+00
O Floating-point operation wait
80% 0.80 BInteger operation wait
4.0E+00
70% 0.70 O Floating-point load L1D cache access wait
B Floating-paint load L2 cache access wait
0% 0.60 3.0E+00 e
Olnteger load L1D cache access wait
50% 050 BInteger load L2 cache access wait
2.0E+00
40% 0.40 mFloating-paint load memory access wait
mInteger load memory access wait
30% 0.30 1.0E+00 . "
OPrefetch port busy wait by software prefetch
0.20
20% aPprefetch port busy wait by hardware prefetch
0.08+00 port Busy wat by P

B=

010 [ | | |77 o = alm v w 0o ~ ®w o - ing-1 ion ti
o - 3 3 e |z W Floating-point busy rate execution time
T 3 .
0.00 L L L .E E L L L L .E H g OInteger busy rate execution time
0% L1D miss L2 miss £ | £ .
MG F = F = = [= @L1 busy rate execution time
Process @12 busy rate execution time
a

mMemory busy rate execution time

m Inter-CMG data transfer status m Power consumption

DEStination (GB/S) (w) Power Consumption
Data Transter CHGS ey T vt T avez }_CMG3 Memory | Tofu | PCI roser

3.5E+01

Wnte | 1-42E'01 1.15E"03 7.05E'05 89E+00 1.43E'01 4.94E'07 0.00E+00 3.0E+01 ®used by memory
read S3E00] 549E-07] 0.00E400 o used by L2 cache

mused by core

CMG O total

2.0E+01

1.5E+01 +

1.0E+01 -

5.0E+00 -

0.0E+00 ~+

1CMG
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Image of the Displayed CPU Analysis Report (Table 1)rujitsu

B Statistical information

Floating- Memo SIMD Floating-
Execution point Memory throu hrvut Effective Floating- instruction SVE point pipeline
Statistics time (s) GFLOPS operation throughput eak?‘aSio instruction point rate (%) operation Active IPC GIPS
peak ratio (GB/s) p operation (/Effective rate (%) element rate
(%) (%) instruction) (%)
Process Thread

0 0 9.33E+00 60.69 94.82% 1.34 6.22/ 5.66E+11 82.75% 100.00% 99.84% 3.33 6.66
0 1 9.33E+00 60.69 94.82% 1.36 6.2 “+11 82.75% 100.00% 99.84% 3.33 6.66
0 2 9.33E+00 60.69 94.82% 1.35 . Rf 8 ] % 3.33 6.66
0 3] 9.33E+00 60.69 94.82% 1.33 The el StatI.Stlca.I Informat.lon’ SL.JCh as o 3.33 6.66
0 4 9.338+00 60.69 94.82% 1.33 the execution time, floating-point % 3.33 6.66
0 5| 9.33E+00 60.69 94.82% 1.34 operation count, memory throughput, o 3.33 6.66
0 6] 9.33E+00 60.69 94.82% 1.34 and SIMD instruction ratio, is displayed. % 3.33 6.66
0 7 9.33E+00 60.69 94.82% 1.34 wres==o wroec== = wwwreeTo oo t% 3.33 6.66
0 8 9.33E+00 60.69 94.82% 1.33 6.22E+10 5.66E+11 82.75% 100.00% 99.84% 3.33 6.66
0 9 9.33E+00 60.69 94.82% 1.34 6.22E+10 5.66E+11 82.75% 100.00% 99.84% 3.33 6.66
0 10 9.33E+00 60.69 94.82% 1.34 6.22E+10 5.66E+11 82.75% 100.00% 99.84% 3.33 6.66
0 11 9.33E+00 60.69 94.82% 1.34 6.22E+10 5.66E+11 82.75% 100.00% 99.84% 3.33 6.66

CMG 0 total 9.33E+00 728.23 94.82% 16.06 6.27% 7.46E+11 6.79E+12 82.75% 100.00% 99.84% 3.33 79.93

Cycle accounting
Prefetch port busy wait Memory access wait & Cache access wait Operation wait Other wait Other instruction commit
Prefetch port | Prefetch port Floating- Floating- Floating- Floating- ; Barrier : :
Cycle Accounting | busy wait by | busy wait by Integer load point load Integer load | Integer load point load L2| point load Integer point . Branc_h ’ it:;exglit I;;Er}:]:,t:: synchronizati 1‘:::;::::0“ 2 instruction | 3 instruction | 4 instruction | . Other. Total
hardware software memory memory L2 cache_ lecachg cache access| L1D cache opera_tlon operation lnstrut_:tlon Other wait v on wait commit commit commit mstruct!on
access wait .. | access wait | access wait " " wait . wait commit
prefetch prefetch access wait wait access wait wait

Process | Thread

0 o 0.00E+00[ 1.09e-03| 251603 27801  3.56E-03( 2.346-03] 122601 2316:02) 2.076-03[ 58603  1.76E-04/ 16E-04] 0.00E+00  LOSE-03  2.256-03]  5.38E-01 1.20E+00]  4.826-01 6.66E+00]  6.10E-03| 9.33E+00)
0 1| 0.00E+00] 106E-03 1.0SE-03[ 233601 2.65E03| 665604  120E-01  B.50E-03|  1.88£-:03| 5.08E:03  5.14Ef T0.00E+00 _ 3.785-04  7.04E-02| 5.326-01] 120E+00| 4.81E-0L] 6.66E+00]  9.40E-03[ 9.33E+00
0 2| 000Et00| 104E03] 110E-03 22001 2.93E-.03| 7.80E04] 122601 367602 211E-03] 532603 5600 T 347604 523E02] 5.39e01 1.20E+00] 48101 6.66E400]  3.036-:03| 9.33E+00
0 3| 000E+00] 108E 03] 054604 221E-01] 2.89E03|  7.74E04] 126601  2256-02]  2.01E0 'E03|_ 9.33E+00
0 4 000Es00|  15E-03|  1336:03] 219601 29603 7.15E-04] 131601 222602 202 ( ) %00 9.33E400
0 | 000E+00| 1.16E-03] 9.89E-04] 2.19E-01] 3.08E-:03| 7.12E-04] 128501 222602  2.01E- The numerical values (seconds) of .Sta.Cked bar .graphs.’ 00 9.33E400
7 o owea] Lisew] roen] zueol szeo ssew iweo] azea] e SUCH as the memory/cache busy wait time, floating-point o[ sz
0 7| 0.00E+00]  1.16E-03] 1.27E-03]  2.19E-01]  3.25E-03]  9.16E-04] 1.40E-01|  2.23E-02]  2.00E- i it ti 1 i i it ti -04]  9.33E+00
0 8 0.00E+00[ 1.18£-:03| 134603 219601 31803 7.49E-04] 1.40E01] 219602  2.00E- operation _Walt tlme’ barrler_ Sy_nChronlzat_lon wait time, 04 9.33E+00
0 o 0.00E+00] 1.206-03] 1.19E-03| 217601 3.40E-03] 7.32604] 142601 225602 2.04E- and instruction commit time, are displayed. S04 9336400
0 10]  0.00E+00] 119E-03 O.95E-04] 2.19E-01] 3.26E03| 693E-04] 14001  2256-02]  2.01E03 JSE-04]_9.33E+00)
0

11 0.00E+00 1.19E-03 1.19E-03 2.17E-01 3.17E-03 7.51E-04 1.47E-01 2.05E-02 2.02E-03 6.47E-03 5.15E-05 5.94E-05]  0.00E+00: 3.44E-04 4.62E-02 5.39E-01 1.20E+00 4.80E-01|  6.66E+00|  0.00E+00|  9.33E+00j
CMG 0 total]  0.00E+00 1.14E-03 1.25E-03 2.25E-01 3.13E-03 8.82E-04 1.33E-01 2.23E-02] 2.01E-03] 5.93E-03] 6.43E-05 7.01E-05]  0.00E+00 4.14E-04/ 5.05E-02 5.37E-01 1.20E+00 4.80E-01|  6.66E+00 2.22E-03|  9.33E+00)
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Image of the Displayed CPU Analysis Report (Table 2)rujitsu

B Memory/cache busy information

Floating- Floating-
point point Integt_er Integ_er Addres.s Addres's Floating- Floating- - A
operation | operation | OPeration | operation |, oo |12 busy rate |[Memory busy| Calculation | calculation point pipeline |point pipeline| -1 PiPeline 0 | L1 pipeline 1 | - SFI(Store
Busy P M pipeline A pipeline B o, o operation operation i - Active Active Fetch
pipeline A pipeline B (%) (%) rate (%) i i A Active B Active
busy rate busy rate pipeline A pipeline B element rate | element rate | Interlock)
busy rate busy rate (%) (%) busy rate busy rate element rate | element rate (%) (%) rate
(%) (%) (%) (%) (%) (%)
Process Thread
0 0 95.02% 94.74% 6.07%! "00/2 62.81% 60.80% 99.67% 100.00% 100.00% 100.00% 0.00
0 1 95.02% 94.74% % 99.67% 100.00% 100.00% 100.00% 0.00|
0 2 95.02% 94.74% L1 bUSY rate, L2 busy rate, memory busy rate, b 99.67%|  100.00%|  100.00%|  100.00%] 0.00
0 3 95.02% 94.74% H H - H B ) 99.67% 100.00% 100.00% 100.00%! 0.00!
5 BT T T T fl‘oatlng point operaplon.plpellne busy rate, o
0 5| os.02%|  94.74% integer operation pipeline busy rate, etc  m
’ 0 of
0 6 95.02% 94.74%| e - ____ ) AbOUt the memory busy rate
0 7 95.02% 94.74% 6.01%! 4.05% 77.56% 62.94% 60.77% The Value used as the denomlnator
0 8 95.02% 94.74% 6.00%: 4.05% 77.57% 62.95% 60.78% .
0 o o5.02%  94.74% 5.94% 3.07%|  77.57% 63.04%|  60.83% in the K/FX100 PA sheet has been
0 10| 95.02%| __ 94.74% 5.94% 3.97%| __ 77.57% 63.04%| __ 60.83% changed (theoretical performance
0 11 95.02% 94.74% 5.98% 4.02% 77.56% 62.98% 60.79% Value Of memory ba ndWIdth per
CMG 0 total 95.02% 94.74% 6.03%! 4.08% 77.56% 61.93% 6.27% 62.89% 60.78%

CMG (256 GB/s)).
A rate of 80% or so is regarded as a

B Cache miss status busy state,

. L1D miss L1D miss . L2 miss L2 miss " "

L1I miss rate L1D miss rate L1D miss hardware software L2 miss rate L2 miss hardware software L1D TLB miss|L2D TLB miss
Cache (/Effective Load-store L1D miss (/Load-store demand rate prefetch rate | prefetch rate L2 miss (/Load-store demand rate prefetch rate | prefetch rate rate (/Load- | rate (/Load-

. - instruction ) - (%) (/L1D o N N (%) (/L2 o store store
instruction) instruction) miss) (%) (/L1D (%) (/L1D instruction) miss) (%) (/L2 (%) (/L2 instruction) | instruction)

miss) miss) miss) miss)
Process | Thread . O

0 0 <07 0.00 42.43% 61.81% 0.00% 0.00001 0.00000
0 ! Load / store counts, L1D miss rate, L2D miss rate, ¥ 000  39.19%]  65.30%|  0.00%  0.00001, 0.00000
0 2 DTLB q L2 q b kd d q 07 0.00 38.98% 65.37% 0.00% 0.00001 0.00000
0 3 miIss I"atel miss rea own ( m miss ratel 07 0.00 39.04% 65.34% 0.00% 0.00001 0.00000
0 4 hwpf miss rate, and swpf miss rate), etc. 07 0.00 38.74% 65.48% 0.00% 0.00001 0.00000
0 5| 07 0.00 38.94% 65.38% 0.00% 0.00001 0.00000
0 6 0.00 1.60E+10 1.80E+09 0.11 0.44% 0.74% 98.82% 3.35E+07 0.00 39.27% 64.81% 0.00% 0.00001 0.00000
0 7 0.00 1.60E+10 1.80E+09 0.11 0.42% 0.74% 98.84% 3.35E+07 0.00 38.69% 65.39% 0.00% 0.00001 0.00000
0 8| 0.00 1.60E+10 1.80E+09 0.11 0.42% 0.74% 98.84% 3.35E+07 0.00 38.51% 65.42% 0.00% 0.00001 0.00000
0 9 0.00 1.60E+10 1.80E+09 0.11 0.42% 0.74% 98.84% 3.35E+07 0.00 38.53% 65.50% 0.00% 0.00001 0.00000
0 10 0.00 1.60E+10 1.80E+09 0.11 0.42% 0.72% 98.86% 3.35E+07 0.00 39.17% 65.03% 0.00% 0.00001 0.00000
0 11 0.00 1.60E+10 1.80E+09 0.11 0.41% 0.74% 98.85% 3.35E+07 0.00 38.46% 65.55% 0.00% 0.00001 0.00000
CMG 0 total 0.00 1.93E+11 2.16E+10 0.11 0.43% 0.73% 98.84% 4.02E+08 0.00 39.16% 65.03% 0.00% 0.00001 0.00000
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Image of the Displayed CPU Analysis Report (Table 3)rujitsu

B [nstruction mix

Load-store instruction

Prefetch instruction

g i ing-point move and
Load instruction Store instruction conversion instruction
SIMD Non-SIMD SIMD Non-SIMD Floating-
Instruction Multiple Multiple Contiguous | Gathering | Scalar oczvA | !:’?"r:g Foating: | g ating- Integer | Branch | predicate | P Other Total
single vector | vector Non- Floating- N § Single vector | vector Non- Floating- N refetch refetch refetch | instruction | Instruction FMA point - Floating- | instruction | instruction | instruction | - 92PMC | jngtruction ota
Broadcast Predicate | First-fault | Non-SIMD Predicate | Non-SIMD | Prefetci _ prefetc] prefetcl except FMA | instruction | reciprocal point int instruction
contiguous | contiguous | contiguous | = ZF Jpoint register| i o | T load | contiguous | contiguous | contiguous |point register| it "L | O T | nstruction | instruction | instruction e ouon. | conversion | Peint move
| load | structure | gatherload | ;o | Al | octuction | instruction | instruction | | S'Oe | structure scatterstore]  spill | 5g ion | instruction reciprocal instruction | "StrUcton
instruction | load instruction instruction instruction | store | instruction | instruction
Process | Thread instruction instruction
0f Of 7.14E409| 0.00E+00{  0.00E+00|f  8.85E+09| 3.28E+03| 1.86E+03| 0.00E+00| 1.59E+06| 5.84E+07| 0.00E+00| 0.00E+00f 2.99E+03| 1.62E+03| £ 0.00E+00 1.81E+09| 8.24E+02]  1.56E+06|I 3.54E+10( 0.00E+00] 9.00E+01| 4.22E+03] 0.00E+00] 8.90E+08| 1.24E+04] 0.00E+00f 8.03E+09] 6.22E+1Q
0 1 7.14E409] 0.00E+00|  0.00E+00|f | 8.85E+09| 3.28E+03| 1.86E+03| 0.00E+00| 6.99E+05| 5.84E+07| 0.00E+00[  0.00E+00|  2.99E+03|  1.62E+03 “all 181409  8.24E+02]  1.56E+06JI 3.54E+10| 0.00E+00( 9.00E+01] 4.21E+03| 0.00E+00] 8.89E+08[  1.24E+04|  0.00E+00|L 8.02E+09] 6.22E+10)
0 2J | 7.14E+09| 0.00E+00| 0.00E+00f| 8.85E+09| 3.28E+03] 1.86E+03| 0.00E+00|  6.87E+05| 5.84E+07| 0.00E+00]  0.00E+4” QOE+08|  1.24E+04|  0.00E+00) 8.02E+09|  6.22E+10)
0f 3f 7.14E409| 0.00E+00|  0.00E+00|f| 8.85E+09| 3.28E+03| 1.86E+03| 0.00E+00|  6.94E+05| 5.84E+07|  0.00E+00[  0.00E . . . . E+08] 1.24E+04| 0.00E+00f 8.02E+09|  6.22E+10)
o A 7.146+09] 0.006+00[ 0.00E+00[] 8.85E+09] 3.28E+03| 186E+03] 0.00E+00[ 6.82E+05| 5.84E+07] 0.00E+00] 0.0 Loa d / Sto re in St ru Ct| on p refetc h N Stru Ct 10N E+08] 1246404  0.00E+00] 8.026+09] 6.22E+10)
0] SfL 7.14E409| 0.00E+00|  0.00E+00|f| 8.85E+09| 3.28E+03| 1.86E+03| 0.00E+00| 6.97E+05| 5.84E+07| 0.00E+00[  0.00E . . . ! . . . ! E+08] 1.24E+04| 0.00E+00f 8.02E+09|  6.22E+10)
0} 6f 7.14E409| 0.00E+00| 0.00E+00|f  8.85E+09| 3.28E+03| 1.86E+03| 0.00E+00| 6.92E+05| 5.84E+07| 0.00E+00[  0.00E fl t g - p t p t t t t g E+08] 1.24E+04| 0.00E+00f 8.02E+09|  6.22E+10)
0] 7§ 7.14E409| 0.00E+00{ 0.00E+00|f  8.85E+09| 3.28E+03| 1.86E+03| 0.00E+00|  7.00E+05| 5.84E+07| 0.00E+00[  0.00E Oa I n o I n o e ra I o n I n S ru C Io n ! I n e e r E+08| 1.24E+04|  0.00E+O00f 8.02E+09|  6.22E+10)
0 8 7.14E+09| 0.00E+00| 0.00E+00fF| 8.85E+09| 3.28E+03| 1.86E+03| 0.00E+00|  6.91E+05| 5.84E+07| 0.00E+00|  0.00F 1 1 1 b h 1 1 E+08|  1.24E+04|  0.00E+00f 8.02E+09|  6.22E+10)
0 Of 7.14E+09| 0.00E+00| 0.00E+00fF| 8.85E+09| 3.28E+03| 1.86E+03| 0.00E+00| 7.19E+05| 5.84E+07| 0.00E+00|  0.00E, O pe ratl O n I n Stru Ctl O n 4 ra n C I n St ru Ctl O n I etc . E+08|  1.24E+04|  0.00E+00f 8.02E+09|  6.22E+10)
0f 10f 7.14E+09| 0.00E+00|  0.00E+O0fF 8.85E+09| 3.28E+03| 1.86E+03| 0.00E+00| 6.90E+05| 5.84E+07|  0.00E+00|  0.00E+Ue. ~B9E+08|  1.24E+04|  0.00E+00)1 8.02E+09|  6.22E+10f
0] 11f  7.14E+09] 0.00E+00| 0.00E+O0ff 8.85E+09| 3.28E+03| 1.86E+03] 0.00E+00] 6.95E+05] 5.82E+07|  0.00E+00] O‘DOEH)O‘ 3‘U4E+U3| 1‘5ZE+03‘ 2.44E+05 D.OUE+OU‘ 0.00E+OO‘[ 1.81E+09] 8‘Z4E+DZ‘ 1‘33E+06| 3‘54E+1D‘ 0.00E+00 ‘3.00E+01‘ 4.21E+03]  0.00E+00] 8.89E+08| 1.24E+04] 0.00E+00f 8.02E+09|  6.22E+10)
MG 0 totalle 8.56E+10|  0.00E+00|  0.00E+00fF 1.06E+11f 3.93E+04| 2.24E+04|  0.00E+00| 9.24E+06|  7.00E+08|  0.00E+00] 0‘00E+00\ 3‘60E+04| 1‘94E+04J 3.35E+06 0v00E+OU‘ 0.00E+00‘[ 2.17E+10| 9‘H9E+D3\ 1‘85E+07I 4‘25E+11J 0.00E+00 LOBE+O3‘ S5.05E+04|  0.00E+00f  1.07E+10f  1.49E+05|  0.00E+00)1 9.63E+10} 7A5E+1ﬁ
: 1.93E+11 2.17E+10 9. HQEHE_I 4.25E+11 5.16E+04 0.00E+00f  1.07E+10|  1.49E+05| 0.00E+00) 9.63E+10|  7.46E+11f
Double Single Half Of the floating-point operations performed during
recision recision recision GFLOPS b i | he fl inad-noi i b
FLOPS preci preci preci °> by measurement intervals, the floating-point operation rate by
floating- | floating- | floating- Active type (half precision, single precision, or double precision) is
point point point element rate yp P A ! g p ! P
operation operation operation dlsplayed as %.
Process | Thread m  GFLOPS values based on predicate mask information
Olr “11|  0.00.E+00| 0.00.E+00 60.59

GFLOPS values based on floating-point

operation rate by type (half precision, single
precision, and double precision), predicate
mask information

el i=i k=i k=1 =1 =1 =1 =2 k= k=1 =1 =]

6|l 5.66.E+11] 0.00.E+00| 0.00.E+00 60.59
7|0 5.66.E+11] 0.00.E+00] 0.00.E+00 60.59
8|l 5.66.E+11] 0.00.E+00| 0.00.E+00 60.59
o[f 5.66.E+11 0.00.E+00| 0.00.E+00 60.59
10[l5.66.E+11] 0.00.E+00| 0.00.E+00 60.59
11]l05.66.E+11] 0.00.E+00] 0.00.E+00 60.59
CMG 0 totall176.79.E+12]  0.00.E+00[ _0.00.E+00 727.03

GFLOPS values calculated using predicate mask information
(The predicate mask information values are for reference
only since they are not only used for operations.)
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Display Example .
(DGEMM: Simple Data (Five Measurements)) A

|CF‘LI Performance Anahysls Repart 4.1.0

- Comchan LIGED

— - )

ey
== = == T oo T =
1 T 1 | | |
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Analysis Example .
(DGEMM: Simple Data (Five Measurements)) A

|CF‘LI Performance Anahysls Repart 4.1.0

---- -> Floating-point operation peak ratio
e e | = E = EE
= (2) Pay attention to the points in red. =—|/|"
e -> L1 busy :
= == ||| :
- | == | 2= |ZZ|  (3) Check the graph to see the
— = floating-point operation peak
= and the L1 busy rates.
] - [ ol | T
sz = B
T e =

The floating-point peak ratio ((1)) and the L1 busy ratio ((2)) are high. From the graph ((3)),
it can be seen that the floating-point peak ratio is higher. Its value is 94.82%, which indicates
that high operation performance can be achieved.
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Display Example

o0
(STREAM: Simple Data (Five Measurements)) I

CPU Parformance Analhysis Report 4.1 .0
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a = v —._._-A_'?" =1 =
1 1 = T = 1 = = 1 - =1 -4
1 1 T = 1 = = 1 - =1
= — = — o =
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1 1 = T = 1 = T = 1 - 1
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Analysis Example

o0
(STREAM: Simple Data (Five Measurements)) I

|'|:PIJ Parformancs Analhysis Report 4.1.0

S
1 (1) Pay attention to the points in red. : ::' =]~ T_| - =| -
= -> L2 and memory busy E‘ E‘ :‘t—"‘
= — | |ﬁ [e— 10 .-_.m.,..a.:.—é.dw — e — . —
; (2) Check the graph to ] : R B EERER
see the L2 and memory I
] busy rates.

T e

= == ; - ,I RIRRR R RARIRAANY
(3) Check the memory ﬂg iﬁ HH I
—— throughput value. = — ——— — —
= == _"Q = === == == | |
=t _._15“‘&_::—:' ==t — = S==—se EZEEE iiia E—
-E E % L
= = — —

From the busy information ((1)) and the graph ((2)), it is found that the L2 busy rate and

memory busy rate are high.

When the value ((3)) is checked, it is found to be 207.69 GB/s. This indicates that performance
equivalent to over 80% of the memory bandwidth per CMG (256 GB/s) is achieved.
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Notes on FLOPS FUjiTsu

B About the count of the number of operations

There are cases in which more operations are counted in the CPU performance analysis report. Therefore,
the FLOPS value may become higher than the actual one.

For example, when a masked SIMD instruction is used, all operations are counted as true even if some
masks (predicate) are false. In this case, the number of operations becomes greater than it actually is.
The cases in which the count of the number of operations becomes greater than the actual number are
summarized below, including the one mentioned above.

Difference

Overview from Prevention method
K/FX100

Floating-point

division/SQRT Since the compiler replaces an operation with a Specify -Knofp_relaxed.
function sequence of multiple operation instructions, Same

Mathematical more operations are counted than seen on the

function/numeric code. None

function

If an automatic loop slicing occurs in a loop
Reduction that includes a reduction operation, more Same Specify -Knoreduction.
operations are counted than seen on the code.

Conversion of a loop  When a loop including an IF construct is

including an IF optimized using a masked SIMD instruction, all Same as - . e
construct into a operations are counted as true even if some Ksimd=2 Specify 1 in -Ksimd.
SIMD instruction masks (predicate) are false.

When a loop is optimized using a masked SIMD

SIMD conversion instruction in cases where the number of loop . .
through redundant repetitions cannot be divided by the SIMD New Specify the following OCL.

- . SIMD_NOREDUNDANT_VL
loop execution length, all operations are counted as true even

if some masks (predicate) are false.
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Large Page

About the Large Page
Large Page Specifications

o)
FUJITSU

Environment Variables for Large Page Setting

B Basic Setting/Paging Policy Setting

B Tuning Setting
Large Page Evaluation

B Stream Triad

B ARENA FREE Performance

B PAGING POLICY Performance

B ARENA LOCK TYPE Performance
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About the Large Page FUjiTsu

B About the large page

B It refers to the allocation of memory in a larger page size (large
page) than the normal page to an application that handles a large
volume of data. The large page:

*  Reduces the overhead of the CPU address translation processing.
*  Improves the memory access performance.

B In the A64FX system environment, the normal page size is 64
KiB and the size available for the large page is 2 MiB.

The following operations can be set with environment variables.
v Enabling and disabling of the large page allocation operation

v Enabling and disabling of the large page allocation operation in
a stack area

v" Selection of the paging policy (page allocation trigger) for each
memory area

Various page sizes, such as 32 MiB, 1 GiB, and 16 GiB, can be
implemented using McKernel.
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Large Page Specifications FUjiTSU

B | arge page specifications

MP10/FX10/
As4rx

Memory area RadElsIce Paging
Page size Large page (The default is
Normal page Largsspeage base+stack underlined.)
(default)

Text

T 8KiB 64KiB 64KiB 64KiB _
St?_ﬂgga)ta 64KiB OMiB OMiB pAr'é"[’)?éSe
St"zfibcs‘sjfta (dggiﬁt)l 64KiB 2MiB 2MiB LSTERe !
Stack (*1) 382'§|?é, 64KiB 64KiB OMiB —d§r2§§§e|

meDnZQ?;“ (iiz) 2o0ME 64KiB 2MiB OMiB LS
Shared memory 64KiB 64KiB 64KiB _

*1: For the process stack, main thread stack, and thread stack areas
*2: For the process heap, main thread heap, thread heap, and mmap areas
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Environment Variables for Large Page Setting (1/2)  rufitsu

B Basic setting/paging policy setting

Environment variable name

Specifiable value

(The default is
underlined.)

Explanation

XOS_MMM_L_HPAGE_TYPE

hugetlbfs | none

This setting is used to select whether to enable or disable the large
page allocation operation using the large page library.

If “hugetlbfs” is specified, HugeTLBfs makes large pagination. If
“none” is specified, the large page library is not used for large
pagination.

XOS_MMM_L_LPG_MODE

base+stack | base

This setting is used to select whether to enable or disable the large
page allocation operation in a stack area and thread stack area.

If “base+stack” is specified, large pagination is done not only in
static data and dynamic memory allocation areas but also in a stack
area and thread stack area.

If “base” is specified, large pagination is done only in static data and
dynamic memory allocation areas, but not in a stack area or thread
stack area.

XOS_MMM_L_PAGING_POLICY

[demand | prepage]:
[demand | prepage]:

[demand | prepage]

This setting is used to select the paging policy (page allocation
trigger) for each memory area.

“demand” means the demand paging policy, and “prepage” means
the prepaging policy. This variable lets you specify paging policies
for three different memory areas using colons (:) as delimiters.

The first specified policy is for the .bss area of static data. (The
paging policy specification is not applicable to the .data area of static
data, and prepage is always specified.)

The second specified policy is for the stack area and thread stack
area.

The third specified policy is for the dynamic memory allocation area.
If a value other than the specifiable value is specified,
“prepage:demand:prepage” is assumed.
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Environment Variables for Large Page Setting (2/2)

® Tuning setting (environment

(e®)
FUJITSU

variables unique to the large page library)

Environment variable

Specifiable value

name (The default is Explanation
underlined.)
This setting concerns the handling of the heap area that is freed by free(3).
XOS_MMM_L_ARENA_FREE 112 If “1" is specified, the memory that can be freed is immediately freed. If “2” is
specified, no memory is freed and all the memory is pooled and reused.
This setting concerns the memory allocation policy.
XO5_MMM_L_ARENA_LOCK_TY 01 “0"” means that priority is on memory allocation performance. “1” means that priority

PE

is on memory usage efficiency.

XOS_MMM_L_MAX_
ARENA_NUM

Integer [in decimal notation]
from 1 or more to a value equal
to or less than INT_MAX

Set the number of arenas that can be generated (the total of the process heap and
thread heap areas). This is valid when 0 is specified in
XOS_MMM_L_ARENA_LOCK_TYPE.

XOS_MMM_L_HEAP_SIZE_MB

Integer <in MiB> [in decimal
notation] from a value twice
MALLOC MMAP THRESHOLD or

more to a value equal to or less
than ULONG_MAX

When using a thread heap area, set the size of memory to be allocated for generating
or expanding the thread heap area.

XOS_MMM_L_COLORING

0]

=

Set whether to enable or disable cache coloring. This reduces the conflict of the L1
cache of the processor. If “0” is specified, cache coloring is not performed.

If “1” is specified, cache coloring is performed when memory of a size equal to or
larger than MALLOC_MMAP_THRESHOLD_ (the default is 128 MiB) is allocated by
mmap(2).

XOS_MMM_L_FORCE_MMAP_TH
RESHOLD

This setting specifies whether to give priority to mmap(2) when allocating memory of
a size equal to or larger than MALLOC_MMAP_THRESHOLD__ (the default is 128 MiB).
If “0” is specified, priority is not given to mmap(2). First, the heap area is searched
for free space. If there is any free space, the free memory space of the heap area is
returned. Memory is allocated by mmap(2) only when free space cannot be found in
the heap area. If “1"” is specified, priority is given to mmap(2). Memory is allocated by
mmap(2) without searching the heap area for free space (even if there is free space).

For the environment variables of glibc (MALLOC_MMAP_THRESHOLD_, etc.), see the User’s Guide.
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Large Page Evaluation 1

B Stream Triad (1 t

5.0E-01
4.5E-01
4.0E-01
3.5E-01
3.0E-01
2.5E-01
2.0E-01
1.5E-01
1.0E-01
5.0E-02
0.0E+00

nread execution)

o)
FUJITSU

Large pagination

performance up 25%

Thread O

_‘
o
0
D
n
n
(@)

Thread 0

O Other instruction commit
@4 instruction commit

@ 3 instruction commit

~| B2 instruction commit

B 1 instruction commit

M Barrier synchronization wait
O Instruction fetch wait

B Store port busy wait

O Other wait

B Branch instruction wait

O Floating-point operation wait ||

B Integer operation wait

OFloating-point L1D cache wait |

OFloating-point L2 cache wait
OlInteger load L1D cache wait
@ Integer load L2 cache wait
B Floating-point mem wait

B Integer load memory wait
O Prefetch busy wait(SWPF)

O Prefetch busy wait(HWPF)

Estimation method

AB64FX AB4FX

Kernelization/reduction

n=83880960

Source code version

Normal page| Large page

Floating-point precision

Double precision real type

SIMD width 8
IAggregation thread number 0

Execution time [s] 4.35E-01 3.47E-01
GFLOPS/process 3.86 4.83
Memory throughput

[GB/s/process] 61.76 77.29
Number of executed

instructions/thread [1079] 5.11E+08 5.11E+08
Number of load / store

instructions/thread [1079] 3.15E+08 3.15E+08
Number of branch

instructions/thread [1079] 1.31E+07 1.31E+07
Number of other

instructions/thread [1079] 7.87E+07 7.87E+07
SIMD instruction rate/thread 82.03% 82.04%
L1D miss rate/thread 25.26% 25.00%
L2 miss rate/thread 25.00% 25.00%
L1D TLB miss rate/thread 0.09786% 0.00324%
L2D TLB miss rate/thread 0.09776% 0.00033%
L1 busy rate/process 73.95% 84.13%
L2 busy rate/process 16.77% 20.75%
Memory busy rate/process 24.13% 30.19%

W Large pagination reduces the L2D TLB miss rate, improving the

performance by 25%.
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Large Page Evaluation 2:

ARENA_FREE Performance (1/2)

B Measurement conditions

Repeat malloc

Code shown at the right (excerpt from 1024 times.

Verification
code

Number of
threads to be
measured

Compiler

Compilation
option

Access range

Evaluation
conditions

the manual)

1 thread

Compiler for the A64FX

-Kfast

N=1024
MALLOC_CNT=1024

The execution results are compared

using the following two conditions.

- XOS_MMM_L_ARENA_FREE =1
(Default: Memory is freed.)

- XOS_MMM_L_ARENA_FREE=2
(Memory is reused without being

freed.)

Perform a loop of
executing malloc
and free twice.

o)
FUJITSU

Code to be measured

for(i=0;i<MALLOC_CNT;i++){
c[il=(double *)malloc(sizeof(double)*N*N);

Print the
elapsed time of
malloc.

printf("MALLOC TIME:%d:%010d¥n", sec, nsec);

Repeat free

for(i=0;i<MALLOC_CNT;i++){ 1024 times.
free(c[i]);
; )

Print the
elapsed time
of free.

printf("FREE TIME:%d:%010d¥n", sec, nsec);
loop++;

b
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Large Page Evaluation 2:

o)
ARENA_FREE Performance (2/2) =
B XOS MMM_L ARENA_FREE =1 B XOS MMM_L_ARENA_FREE = 2

(Default: Memory is freed.) (Memory is reused without being freed.)

malloc start. malloc start.

malloc end. malloc end.

MALLOC TIME:0:0501782690 MALLOC TIME:0:0510782430

free start. free start.

free end. free end. 524 times faster

FREE TIME:0:0260215760 FREE TIME:0:0000496350

malloc start. malloc start. TezElimesiasie:

malloc end. malloc end.

MALLOC TIME:0:0500856220 MALLOC TIME:0:0000308220

free start. free start. _

free end. free end. et il

FREE TIME:0:0260336510 FREE TIME:0:0000252020

Specifying 2 in XOS_MMM_L_ARENA_FREE
executes free and the second and
subsequent malloc instructions faster.

XOS_MMM_L_ARENA_FREE is effective for a program in which
malloc and free instructions of the same size are repeated.
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Large Page Evaluation 3:
PAGING_POLICY Performance

Since data comes from CMGO in prepaging, performance cannot reach that of 48-thread streams.

With the method changed to demand paging, data is put on the running CMG, and performance is
significantly higher.

(e®)
FUJITSU

Source
14 Subroutine sub(n,iter,x1,x2,y1)
15 real(8) :: x1(n), x2(n), y1(n),cO
16 integer n,i k
17 c0=2.0
18
19 call fapp_start("sub",0,0)
20 1 do k=1,iter
21 1 ISomp parallel do

<<< Loop-information Start >>>
<<< [OPTIMIZATION]
<<< SIMD(VL: 8)

Memory throughput (GB/s)

<<< SOFTWARE PIPELINING(IPC: 2.45, ITR: 93 GB/s

128, MVE: 2, POL: S) prepage (default) /
<<< PREFETCH(SOFT): 10 demand 804 GB/s
<<< SEQUENTIAL: 10
<<< X2:4,x1:4,y1:2 Compiler option: -Kfast,openmp
::: z;i‘-'— : -Kprefetch_sequential=soft -Kprefetch_line=9
<<< Loop-information End >>> -Kprefetch_line_L2=70 -Kzfill=18

22 2 p v doi=1,n

23 2 p v y1(i) = x1(i) + c0 * x2(i)

24 2 p v end do

25 1 enddo

30 parameter(N=45000000,ITER=100) \

31 real*8 x1(N),x2(N),y1(N) .

32 call init(N,ITER,x1,x2,y1) Stream (Data size: About

33 call sub(N,ITER,x1,x2,y1) 1 GB)

67 DO NOT REDISTRIBUTE NOR DISCLOSE TO PUBLIC. Copyright 2021 FUJITSU LIMITED



Large Page Evaluation 4:
LOCK_TYPE Performance

(e®)
FUJITSU

malloc performance is higher when XOS_MMM_L_ARENA_LOCK_TYPE=0 is specified.

(Reduced execution time from 0.56 seconds to 0.35 seconds, a performance increase of 1.60

times)
source
1 subroutine sub(n,m,iter,x1,x2,y2)
2 integer(8) :: pZ1i(iter)
3 real(8) :: x1(n), x2(n), y2(n,m),cO
4 c0=2.0
5
6 I$Somp parallel do shared(n,m,iter,x1,x2,c0,y2) private(pZ1,i,j,k) default(none)
<<< Loop-information Start >>>
<<< [OPTIMIZATION]
<<< PREFETCH(HARD) Expected by compiler :
<<< x1, x2,y2
<<< Loop-information End >>>
7 1 p do k=1,m
<<< Loop-information Start >>>
<<< [OPTIMIZATION]
<<< PREFETCH(HARD) Expected by compiler :
<<< (unknown)
<<< Loop-information End >>>
8 2 p s do j=1,iter
9 2 p m pZ1(j) = malloc(8 * n)
10 2 p v end do
11 1
<<< Loop-information Start >>>
<<< [OPTIMIZATION]
<<< SIMD(VL: 8)
<<< SOFTWARE PIPELINING(IPC: 3.50, ITR: 144, MVE: 4, POL: S)
<<< PREFETCH(HARD) Expected by compiler :
<<< x1, x2,y2
<<< Loop-information End >>>
12 2 p 2v doi=1,n
13 2 p 2v y2(i k) = x1(i) + c0 * x2(i)
14 2 p 2v end do
15 1
16 2 p s do j=1,iter
17 2 p s call free( pZ1(j))
18 2 p s end do
19 1 p end do
20 end subroutine sub
21
22 program main
23 parameter(N=1048512,ITER=80)
24 real*8 x1(N),x2(N),y2(N,12)
25 call sub(N,12,ITER,x1,x2,y2)
26 end program main
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shaping tomorrow with you

Sector Cache

What is the Sector Cache?
How to Use the Sector Cache

Sector Cache: Case 1 (Before Improvement)

Sector Cache: Case 1 (Source Tuning)
Sector Cache: Case 2 (Before Improvement)
Sector Cache: Case 2 (Source Tuning)
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What is the Sector Cache? FUJITSU

The sector cache is a cache mechanism that can prevent non-reusable data from
expelling reusable data from the cache. An application can allocate reusable data
and non-reusable to different sectors. (Reusable arrays use Sector 1, and others
use Sector 0.)

Conceptual image of L2 cache usage

B Sector cache details

® You can set multiple sectors in both the L1D cache and L2 Core #0-#11
cache. The maximum number of sectors is 4 in L1D and Setting by application
2in L2.

® The number of ways specifies the capacity of each sector.

® The capacity works as a target value.
Hardware controls sectors so that they approach
the specified capacity at the line replacement time.
-> Not forcibly disabled even when over the capacity

® Use the LRU (least recently used) algorithm to control
expulsion within a sector.

® Applications can decide the usage of sectors 0 and 1.
However, Sector 0 stores instruction sequences.

® In a secondary cache, the assistant core always uses two
ways.

Sector 0 Sector 1

4 10

N
Ul
o
=3
<
-+
o]
n
=
=< >

ine

saul| 8+0°C

~
14 ways
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How to Use the Sector Cache (1/2) FUjiTsu

B Sector cache: Pseudo local memory . pata with unclear reusability
Software can use sectors separately
according to data reusability. Data not to be reused Data to be reused

® Data used -> Use Sector 1 E Cache
® Other data -> Use Sector 0 /(
® Data in Sector 1 is not expelled by other

fen Pseudo local
e Instruction lines can specify the arrays Normal

. memor
stored in Sector 1. cache Y
Sector O Sector 1
Example using compiler instruction lines to
specify the sector cache
!OCL SCACH E—ISOLATE—WAY( L2= 10) How they are specified under the old specifications
I0CL SCACHE_ISOLATE_ASSIGN(a) (K computer, FX100)
do j=1,m 10CL CACHE_SECTOR_SIZE(4,10)
doi=1,n 10CL CACHE_SUBSECTOR_ASSIGN(a)
a(i) = a(i) + b(i,j) *c(i,j) d°c’,=-1L'“
oi=1,n
enddo a(i) = a(i) + b(i,j) *<c(i,j)
enddo enddo
enddo
10CL END_SCACHE_ISOLATE_ASSIGN 10CL END_CACHE_SUBSECTOR
10CL END_SCACHE_ISOLATE_WAY 10CL END_CACHE_SECTOR_SIZE
<Purpose>

To prevent Array a, which is reusable, from being expelled from
the cache due to access to Arrays b and ¢ during the loop
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How to Use the Sector Cache (2/2) FUjiTSU

To use the sector cache, specify the following optimization control lines.

Optimization Specifier

Optimization Control Line
Specifiable?

Meaning
By Array

By Program | By DO Loop |By Statement] Assignment
Statement

SCACHE_ISOLATE_WAY(L2=n1[,L1=n
2])
END_SCACHE_ISOLATE_WAY

Specifies the maximum number of ways
for Sector 1 of the primary cache and Yes No Yes No
secondary cache.

SCACHE_ISOLATE_ASSIGN(arrayl[,ar
ray2]--)
END_SCACHE_ISOLATE_ASSIGN

Specifies the arrays stored in Sector 1 of
the cache. Yes No Yes No

B Note

® In the secondary cache, the assistant core always uses two ways. Therefore, the ranges of values that can be

specified in n1 and n2 are as follows:

0 = n1 = maximum number of ways of secondary cache - 2

0 = n2 = maximum number of ways of primary cache

® For a CMG that contains an assistant core, the

A64FX Specifications

assistant core uses part (2 ways = 1 MiB) of the Number of CMGs 4

L2 cache. Therefore, for the CMG,

the maximum number of ways of the secondary L1I cache size 64 KiB/4 ways

cache is 14 and the size is 7 MiB.

L1D cache size 64 KiB/4 ways

L2 cache size 32 MiB/16 ways (8 MiB/CMG)
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Sector Cache: Case 1 (Before Improvement) Frujitsu

Array b data is expelled from the cache and thus cannot be reused. Consequently, the "No instruction
commit due to L2 cache access for a floating-point load instruction"” event occurs many times.

Source Before Improvement

[Seconds]
66 parameter(n=8*1024*1024, m=9*512%*1024/8) 1 4E+00
67 real*8 a(n), b(m), s
68 integer*8 c(n)
69 real*8 dummy1(140),dummy2(140) 1.2E+00
70 common /data/a,dummyl,c,dummy2,b =
71 . 1.0E+00
<<< Loop-information Start >>> Array size
<<< [PARALLELIZATION] a: 64 MiB cree st Tor 3 oning i
<<< Standard iteration count: 843 b: 4.5 MiB 8.0E-01
<<< [OPTIMIZATION] c: 64 MiB ﬁ
<<< SIMD(VL: 8) 6.0E-01
<<< SOFTWARE PIPELINING(IPC: 2.66, ITR: 176, MVE: 4, POL: S)
<<< PREFETCH(HARD) Expected by compiler :
<<< ¢ a 4.0E-01
<<< Loop-information End >>>
72 1 pp 2v doi=1,n 2 OE-01
73 1 p 2v a(i) = a(i) + s * b(c(i))
74 1 p 2v enddo
0.0E+00
Before improvement
LiI miss rate | | oaq-store . L1D miss rate| L1D miss II;;IZVT;?‘: I;cl)thvc;Ifg . L2 miss ratef L2 miss h:?‘dlw:fe sl:)zftwiasrse
TS| iy | mctin | FO S | ciony | S5 e | e | | poon | Go(reres [ e et ot
improvenent 0.00[ 4.76E+09| 7.89E+08 0.17 0.89%| 99.11% 0.00%| 7.34E+08 0.15 0.77%| 100.00% 0.00%
Memory throughput
s — SB/SZLO}M{ Memory throughput is bottleneck High L2 cache miss rate

73
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Sector Cache: Case 1 (Source Tuning) FUJITSU

Storing Array b in Sector 1 increases cache efficiency. The result is improvement of the "No
instruction commit due to L2 cache access for a floating-point load instruction" event.

. . . . . Seconds
Source After Improvement (Optimization Control Line Tuning [E+00 ! Effect of
58 parameter(n=8*1024*1024, m=9*512*1024/8) .
59 real*8 a(n), b(m), s ~ - 1.08 times
60 integer*8 c(n) 1.2E400 I~ =
61 real*8 dummy1(140),dummy2(140)
62 common /data/a,dummyl,c,dummy2,b =
63 1.0E+00
64 10CL SCACHE_ISOLATE_WAY(L2=10) — :
65 10CL SCACHE_ISOLATE_ASSIGN(b) for a foating-peine toad
<<< Loop-information Start >>> 8.0E-01 —
<<< [PARALLELIZATION] ﬁ e
<<< Standard iteration count: 843
<<< [OPTIMIZATION] 6.0E-01
<<< SIMD(VL: 8)
<<< SOFTWARE PIPELINING(IPC: 2.66, ITR: 176, MVE: 4, POL: S)
<<< PREFETCH(HARD) Expected by compiler : 4.0E-01
<<< ¢/a
<<< Loop-information End >>>
66 1 pp 2v doi=1,n 2.0E-01
67 1 p 2v a(i) = a(i) + s * b(c(i))
68 1 p 2v enddo
69 10CL END_SCACHE_ISOLATE_ASSIGN 0.0E+00
70 I0CL END_SCACHE_ISOLATE_WAY Before improvement  After improvement
. . : mi mi P . L2 miss L2 miss
e | Load-store | 5 oo | DTS | demand rate rardware | software | 15 oo L(zlm demand rate| hardware | software
instruction) instruction instruction) | (%) (/L1D miss) prefetch rate | prefetch rate J B (%) (/L2 miss) prefetch r?te prefetch r_ate
(%)(/L1Dmiss) | (%) (/L1Dmiss) |_instruction) (%) (/12 miss) | (%) (/12 miiss)
improverment 0.00]4.76E+09| 7.89E+08 0.17 0.89%| 99.11% 0.00%]| 7.34E+08 0.15\0.77% 100.00% 0.00%
implf)f\f:r[nent 0.00]5.19E+09|7.93E+08 0.15 1.19%| 98.81% 0.01%| 5.99E+08 0.12 /1.93% 99.69% 0.00%
Memory throughput
(GB/s) o
203.11 L2 misses reduced
::rf‘lt;:ovement 1 88 . 07

74
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Sector Cache: Case 2 (Before Improvement) Frujitsu

Array u data is expelled from the cache and thus cannot be reused. Consequently, the "No instruction
commit because memory cache is busy" event occurs many times.

167

168

169

170
171
172
173
174
175
176
177
178
179

HFNWADIMDIMIMBIMADIL

pp

T T

Source Before Improvement

[Seconds]
do iter = 1, niter 4.0E-01
<<< Loop-information Start >>> :
<<< [PARALLELIZATION] 3 5E-01
<<< Standard iteration cou 1=452 Array size
B . hl= .
<<< Loop-information End > unew: 60.5 MB |
. ) u: 60.5 MB ;
<<< Loop-information Start 5 Nn3=322 hs: 60.5 MB _ I
<<< [OPTIMIZATION] rhs: 60. 5 se.01 | _
<<< PREFETCH(HARD) Expected by compiler : |
<<< u, rhs, unew
<<< Loop-information End >> g 2.0E-01 +—
'Lo imim2-2 Preferably, Array u is cached ;
e so that dimensions i and j ;
<<< Loop-information Start >> fA bl 15601 b—
<<< [OPTIMIZATION] OorT Array u are reusable. . : No
<<< SIMD(VL: 8) ; instruction
<<< SOFTWARE PIPELINING(IPC: 3.71, ITR: 136, MVE: 9, POL: S) 1.0E-01 A commit
<<< PREFETCH(HARD) Expected by compiler : : because
<<< u, rhs, unew |
<<< Loop-information End >>> | cache is
v do i=1,n1-2 ; busy
v unew(ij,k) = & 0.0E+00 -
((u(i+1,j,k) + u(i-1,j,k)) * hisqinv & Before improvement
+(u(i,j+1,k) + u(i,j-1,k)) * h2sqinv & .
+(u(i,j,k+1) + u(i,j,k-1)) * h3sqinv & Memory throughput is — Memory throughput
-rhs(i,j,k)) * hhhinv bottleneck (GB/s)
v end do Before
end do improvement \< 215.62>
end do L2 miss rate L2 miss demand |L2 miss hardware| L2 miss software
Cache L2 miss (/Load-store rate (%) (/L2 |prefetch rate (%) |prefetch rate (%)
end do instruction) miss) (/L2 miss) (/L2 miss)
?nf;%f,ement 2.46E+08 0.15 2.57% 98.19% 0.00%
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Sector Cache: Case 2 (Source Tuning)

Storing part of dimension k of Array u in Sector 1 increases cache efficiency. The result
is improvement of the "No instruction commit because memory cache is busy" event.

166
167
168

169

170

171
172
173
174
175
176
177
178
179
180
181

182

2 pp

= NWMDSLADDLAD

S

P

T T

Source After Improvement [Seconds]
10CL SCACHE_ISOLATE_WAY/(L2=13) 4.0E-01 |
10CL SCACHE_ISOLATE_ASSIGN(u)
do iter = 1, niter 3.5E-01 < EffeCt Of

<<< Loop-information Start >>> ~d 1.15 times
<<< [PARALLELIZATION] S o
<<< Standard iteration count: 2 3.0E-01
<<< Loop-information End >>>

do k=1,n3-2
<<< Loop-information Start >>> 2.58-01 1 N
<<< [OPTIMIZATION]
<<< PREFETCH(HARD) Expected by compiler : 2 0E-01
<<< u, rhs, unew
<<< Loop-information End >>> No

do j=1,n2-2 1.5E-01 instruction
<<< Loop-information Start >>> commit
<<< [OPTIMIZATION] due to
1.0E-01 memory

<<< SIMD(VL: 8) cache busy
<<< SOFTWARE PIPELINING(IPC: 3.71, ITR: 136, MVE: 9, POL: S)
<<< PREFETCH(HARD) Expected by compiler : 5 0E-02
<<< u, rhs, unew
<<< Loop-information End >>> Array u reusability
v doi=1,n1-2 increased 0.0E+00

\"

unew(i,j,k) = &

((u(i+1,j,k) + u(i-1,j,k)) * hisqginv &
+(u(i,j+1,k) + u(i,j-1,k)) * h2sqinv &
+(u(i,j,k+1) + u(i,j,k-1)) * h3sqinv &

-rhs(i,j,k)) * hhhinv

end do
end do
end do

end do
10CL END_SCACHE_ISOLATE_ASSIGN
10CL END_SCACHE_ISOLATE_WAY

(e®)
FUJITSU

Before improvement

After improvement

Memory throughput
. (GB/s)
L2 misses reduced
- 215.62
| imrovement 205.39
L2 miss demand| L2misshardware L2 miss software)

L2 miss ra
(/Load-store
N ior)

L2 miss rate (%) (/L2 prefetch rate (%) prefetch rate
miss) (/L2 miss) (%) (/L2 miss)
e o] | 2.46E+08 0.15 ™  2.57% 98.19% 0.00%
e vemem—1.95E+08] 0.1 13.43% 87.39% 0.00%]|_
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Effects of a Sector Cache on DGEMM (1/2)  rujitsu

® In the matrix product (C = AB), matrices are divided into blocks, stored in the
L1D and L2 caches, and calculated.

B The blocks of A and B are copied to the work area to prevent thrashing.

B The sector cache of L1 is used to ensure that A, B, and C are stored in the
cache. Particularly, the block of B is important that is repeatedly used on L1D.

L1 D way0wayl way2 way3

One way of L1D is assigned to
the block of A to prevent it
from competing with B and C
that are stored in L2.

One way of L1D is assigned to
prevent LD / ST of the entry of
C from competing with A and B.

Two ways of L1D are
assigned to repeatedly
access the block (purple)
of Bon L1D.

B ->  C
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Effects of a Sector Cache on DGEMM (2/2)  rujitsu

B Performance of DGEMM when a sector cache is used
and not used

m1CMG
I
efficiency
Sector cache used 94%
Sector cache not used 74%

B The use of a sector cache increases efficiency by 20%.
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FUJITSU

High-Speed Store (Zfill)

Image of High-Speed Store (Zfill)

About High-Speed Store (zfill) by the Compiler
High-Speed Store Instructions

Operating Conditions of High-Speed Store (zfill)
Evaluation of High-Speed Store (Zfill)

[Note] About High-Speed Store of On-Cache Data
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Image of High-Speed Store (zfill) FUiTSu

B About high-speed store (Zfill)

This function secures cache lines for writing on the cache. This reduces the cache line read
access from the memory and improves the performance of a program whose bottleneck is the
memory throughput.

B Conceptual diagram (image of the Stream
Triad Cgse) J (imag The A64FX uses the DC

_ _ ZVA instruction.
1. When high-speed store is not used

- L1D EEEEEN
Register| « 1% | L23 K .| Memory
>Q H . Read (1) access . =
S N Read (2) access . .
. QJ‘ Write access (for cache registration)
Operatioriresul’>{ ! Operation result . E>
. i .t .IIIIIIIIIIIlllllfllllllllllllllll.
Cache is used for both read and write. = There are four streams between :
* memory and register. .
- - SAEEEEEEESEEEEEEEEEEEEEEEEEEEEEEEENY
2. When high-speed store is used
. Memory

« Read (1) Access
! Read (2) Access

Registerg L1D$ L2$

Memor allocatiop instruction

i Write access |

Operatiofj resu? j: Operation result :>
*ennn III‘. "'*"'.

EEEEEEEpENEE®

ANEEEEEEEEEEEEEEEEEEEEEEEESR [ 3
Cache is used for both read and write. - The number of streams pet\{ve_en memory and register is .
= reduced to three, resulting in improved stream performance. ;
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About High-Speed Store (Zfill) by the Compiler FUjITSU

R The option and OCL specifier are renamed.
by -Kfast XFILL -> Zfill

. O ptlo n d escrl ptl O n * The old option and specifier (-KXFILL and !OCL XFILL) are also compatible.
{ Zfill[=N] | nozfill } 1 = N = 100

For array data that is only written within the loop, the store instruction is accelerated by using an instruction

that secures cache lines for writing on the cache without loading data from the memory.

If you specify N, the data of N cache lines ahead is optimized.

The specifiable value range of N is 1 to 100. If you omit N, the compiler automatically decides the value. This
option takes effect only when the -0O2 and subsequent options are valid. The default is —KnoZfill.

B Optimization overview

zfill achieves optimization in which data is stored at high speed by using an instruction that secures cache lines for writing on the
cache without loading data from the memory. It is applied to array data that is stored in the loop.

Note that optimization does not occur for an array having any reference in the same loop, an array subject to non-sequential
access, or an array stored under an IF construct. Also, if zfill is applied, a prefetch instruction is not output to the secondary cache.

Since loop deformation is performed in which all the cache lines secured through optimization by Zzfill are stored, the following
optimization techniques become unavailable. This may result in lower execution performance.

- Loop unrolling

- Loop striping

Even if the Zfill optimization occurs, the information resulting from performing the above-mentioned optimization may be output to
the compilation message or optimization information when optimization by loop deformation is initiated.

The execution performance may also lower in the following cases.

- Loop with a small number of rotations

- If you specify the number of cache lines in -Kzfill=N, the number of rotations is smaller than the number of entries in the cache
lines.

- Program without a memory bandwidth bottleneck

Do not specify -Kzfill if doing so lowers the execution performance. It is desirable to control zfill on a loop-by-loop basis.
Therefore, it is recommended to specify the optimization specifier “ZFILL" rather than the option that affects the entire program.
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High-Speed Store Instructions FUiTsu
H FX100 B A64FX

ldd,s [%xg0+-8],%f34 Idid {z1.d}, pO/z, [x4, -3, mul vi]
Idd,s [%xg1+-8],%f32 . . . )

subec [%091,1,%101 High-speed store instruction 'C?ld g)Ad}, 7pO/Z’ [x9, -3, mul vi]
ldd,s [%6xg0+24],%f40 for the A64FX c X

ldd's [Ybxgl+24].%(38 add  x7, x7, 256

ldd,s [%xg0+56],%f44 [d1d {z4.d}, p0/z, [x4, -2, mul VI]
Idd,s [%xg1+56],%f42 [d1d {z3.d}, p0/z, [x9, -2, mul VI]
ldd,s [%xg0+88],%f48 subs w3, w3, 1

dd,s [g/oxgl+88]l°/gf46 ldid {z6.d}, p0/z, [x4, -1, mul vi]
ldd,s [%xg0+120],%f52 Id1d {z5.d}, p0/z, [x9, -1, mul vI]
Idd,s [%xg1+120],%f50

ldd.s [%xq0+152].%f56 ldid {z16.d}, p0O/z, [x4, O, mul vl]
ldd,s [%6xg1+152],%f54 ldld {z7.d}, pO/z, [x9, O, mul vi]

fmaddd,s  %f36,%f34,%f32,%f34 add  x9, x9, 256

ldd,s [%xg0+184],%f60 add x4, x4, 256

ldd,s [%xg1+184]%f58 fmad z1.d, p0/m, z2.d, z0.d

fmaddd,s %f36,%f40,%f38,%f40

ldd.s [6xg0+216] %f64 fmad z4.d, pO/m, z2.d, z3.d

dds bogo21c)vie2 fmad 2164, poim. 2.9, 27.d

al %xg1,256,%xgl -4, y LU, 21

add  %xg0,256,%xg0 disables hardware stid {z4.d}, pO, [x1, -2, mul vl]

fmaddd.s 9610696152 56150.965 prefetch, software stid - {z6.d}, po, [x1, -1, mul v

maadac,s 0130,7%0152, 70190, 70 refetch is used as the L1

fmaddd,s  9636,%f56,%54,%(56 Brefetch. Stlfd {z16.d}, pO, [x1, 0, mul vi]

fmaddd,s  %f36,260,%f58,%60 prfm 16, [x1, 824]

fmaddd,s  %f36,%f64,%f62,%f64 _ : . add  x1,x1, 256

stxa %gO0, [%xg2 + %xg6] Oxf4 High-speed store instruction bne .L92

std,sd %f34,[%xg2+-8] for the FX100

std,sd %f40,[%xg2+24] I

std,sd %f44,[%xg2+56] . . .

std,sd %f48,[%xg2-+88] Since an amount of data equivalent to cache lines (256 B) needs to
;tro'e'fgc‘ﬁfi"z'[‘f/g/jxggzgﬁgg] , be stored when high-speed store (Zfill) is used, the memory space

std,sd %f56,[%6xg2+152] for the necessary number of rotations is allocated through striping.

std,sd %f60,[%xg2+184]
std,sd %f64,[%xg2+216] . .
add  %xg2,256,%%g2  * The sxar * Amount of data equivalent to cache lines (256 B): 4SIMD x 8

ept e 191 " | rotations for FX100 and 8SIMD x 4 rotations for A64FX
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Operating Conditions of High-Speed Store (zfill) (1/2) rujitsu

B Operating conditions

®m The arrays to be stored must not be dependent between iterations.
® There must be no reference to any defined array.
® Memory access must be contiguous.

B Case in which zfill operates

zfill operates because memory access is contiguous.

Triad ) .
J iter = 3
real*4 y(n), x1(n), x2(n), c0 n = 3145728
doj =1, iter
I$omp parallel do
Doi=1,n
y(i)=x1(i) + c0 * x2(i)
End Do
enddo
i i doig=1, qall
Stream-like operation kernel pattern 1 J o = 2all=16900, kall=96
doI=1, lall ISOMP PARALLEL DO lall=1, qall=6
1$OMP PARALLEL DO do k =1, kall
do k =1, kall dog =1, gall
dog=1, gall q(gk,liq) = PROGq(gk,l,iq) / PROG(gk,,1)
rho(gk,l) = PROG(gk,l,1) / metrics(gk,!) enddo
vx (g k) = PROG(gk,,2) / PROG(gk,|,1) enddo
vy (g k) = PROG(gk,,3) / PROG(gk,I,1) enddo
vz (g k) = PROG(gk,,4) / PROG(gk,|,1) enddo
ein(gk,l) = PROG(gk,,5) / PROG(gk,I,1)
enddo
enddo
enddo
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Operating Conditions of High-Speed Store (zfill) (2/2) rujitsu

B Case in which zfill operates

v

Stream-like operation kernel pattern 2 ]

dol=1,lall
1I$OMP PARALLEL DO
do k =1, kall
do g=1, gall
tendency(gk,l,1)
tendency(gk,l,2)

-

tendency O(gk,l,1) + tendency_11(gk,) + tendency_21(gk,!)
tendency 0(gk,l,2) + tendency_12(g)k,|) + tendency_22(gk,!)
tendency(g,k,,3) 4 tendency_0(g)k,1,3) + tendency_13(gk,|) + tendency_23(g)k,|)
tendency(g,k,|,4) 4 tendency_0(g)k,|,4) + tendency_14(gk,|) + tendency_24(g)k,|)
tendency(g,k,,5) 4 tendency_0(g)k,1,5) + tendency_15(gk,|) + tendency_25(g)k,|)
tendency_0(gk,|,6) + tendency_16(gk,|) + tendency_26(gk,)

In this code, zfill can operate.
However, the current compiler cannot
fully determine whether there is no
dependence of the arrays to be stored.
There is some room for improvement.

(By dividing the loop, the current compiler
can also run Zzfill. This time, therefore, the
evaluation is performed by dividing the
loop.)

B Case in which zfill does not operate

Stream-like operation kernel pattern 3 J

dol=1,lall

1ISOMP PARALLEL DO

do k =1, kall

dog=1, gall
Value(g k1) = value(g k,|,IN+ tendency(g,k,|,1) * fraction
value(gk,,2) = value(gk,l,2) |- tendency(g,k,!,2) * fraction
value(gk,,3) = value(gk,l,3) |- tendency(g,k,|,3) * fraction
value(gk,,4) = value(gk,l,4) |- tendency(g,k,,4) * fraction
value(gk,,5) = value(gk,l,5) fr tendency(g,k,|,5) * fraction
value(gk,,6) = value(gk,|,6 )+ tendency(g,k,|,6) * fraction

enddo

enddo

enddo

Since there is reference to a
defined array, zfill does not
operate.

84
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zfill Evaluation: Triad (1/2) FUjiTSU

~

m Like prefetch, high-speed store (Zfill) requires STRRAM Triad/1CMG execution
that the time for hiding the latency be ‘,$omp aralll ’
determined and that instructions be executed "Doj= 1, iter iter=3000
in advance. '$omp do
The high-speed store (zfill) distance was Doi=1n n=1048512
verified in the case of Triad. yi)=x1G) + c0 * x2(0)

-> Improvement in performance was End Do
observed on 15 cache lines. ’$§:dpDe;‘d do nowait

(The following page shows the details.)

'$omp end parallel

Elapsed time ratio (when the time observed without Zfill is 1)

1.20 Best value
(For details, see the
following page.)

1.00 :
1.00

0.86

0.83 0.82 0.81 0.79

0.80 077 076 076 076 075 075 077 : 077 077 075
0.60 I I I I
0.40 Default distance performance
0.20 I I I I

0.00
Without zfill=5  zfill=6  zfill=7  zfill=8  zfill=9  zfill=10 zfill=11  zfill=12  zfill=13  zfill=14  Zfill=15 zfill=16  zfill=17  zfill=18  zfill=19  zfill=20
zfill
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zfill Evaluation: Triad (2/2)

B Performance improvement by Zfill

Triad execution time breakdown

0.6

(e®)
FUJITSU

0.5

1.33-Fold
performance

improvement

o
S

o
w

Execution time [s]

o
)

01 ——

Without zfill

O Memory/cache access wait
O Instruction decode wait
B Two or three instructions commit

With fill
(Distance = 15)

O Operation wait
O One instruction commit
@ Four instructions commit

The effect of high-speed store (Zfill)
reduces the number of memory accesses
and improves performance.

PA values
With zfill
Without zfill | (Distance =
15)
Aggregation thread 0 0
number
Execution time [s] 0.499 0.374
Total number of
effective instructions 2.16E+09 2.18E+09
GFLOPS 12.60 16.83
Memory throughput
[GB/s] 206.28 207.88
L1 busy rate/thread 59.97% 56.39%
L2 busy rate 87.65% 93.35%
Memory busy rate 80.58% 81.21%
Floating-point FLA:4.61% | FLA:6.44%
pipeline busy FLB:2.70% | FLB:3.32%
rate/thread
L1 miss count/thread 2.47E+07 2.47E+07
L1 miss demand 3.65% 2.18%
rate/thread
L2 miss count/thread 2.55E+07 1.72E+07
L2 miss demand 5.83% 5.27%

rate/thread
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zfill Evaluation: Triad [Reference: Number of Innermost Loop
Iterations Increased by 10 Times]

B Performance of zfill and software
prefetch

Execution time [s]

0.5

0.45

o
S

o
w
[0l

o
w

o
N
o

o
]

o
=
(6, ]

o
i

0.05

Execution time breakdown

-Kzfill=18

-Kprefetch_sequential=soft

-Kprefetch_line=9
-Kprefetch_line_L2=70

N

Without zfill

O Memory/cache access wait
OInstruction decode wait
B Two or three instructions commit

Performing

With zfill
(and software prefetch)

OOperation wait
OOne instruction commit

DFourin

structions commit

(e®)
FUJITSU

PA values
With Zfill
Without Zfill (and software
prefetch)
Aggregation thread number 0 0
Execution time [s] 0.474 0.359
Total nil;l’]r;ll?sgt?()fnesffective 2 16E+09 2 52E+09
GFLOPS 13.27 17.54
Memory throughput [GB/s] 222.5 210.8
L1 busy rate/thread 52.9% 55.09%
L2 busy rate 85.1% 94.39%
Memory busy rate 86.8% 82.32%
Floating-point pipeline busy FLA:4.90% FLA:7.14%
rate/thread FLB:2.80% FLB:3.01%
L1 miss count/thread 2.46E+07 2.46E+07
L1 miss demand rate/thread 9.40% 0.08%
L2 miss count/thread 2.62E+07 1.64E+07
L2 miss demand rate/thread 12.21% 0.31%

performance up to 210.8 GB/s.

87

* The evaluation was conducted with the access size (number of
innermost loop iterations, array size) increased to 240 MB (by 10
times).

software prefetch and zfill properly improves the
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zfill Evaluation: Stream-Like Operation Kernel

o)
Pattern 1 (1/2) L

- T_he hlgh'Speed s_t_ore _(Zﬂ”) Stream-like operation kernel pattern 1
distance was verified in the case |- p— 1
of the stream-like operation SOMP PARALLEL DO dol =1, lal

do k=1, kall 1$OMP PARALLEL DO
kernel (pattern 1). dog=1, gall dok =1, kall
. rho(gk,!) = PROG(gk,,1) / metrics(gk,l) dog =1, gall
-> Im provement N performa nce VX (gg,k,l) = PROG(gg,k,I,Z) / PROG(gi,IJ) q%g,k,l,iq)g= PROGa(gk,lia) / PROG(gk,l,1)
i vy (gkl) = PROG(gk,I.3) / PROG(gk,l.1) enddo
was Observed on 16 CaChe IIneS' VZ (2,k,|)=PROG(§,k,I,4)/PROG(:,k,IJ) enddo . of
(The following page shows the ein(gk) = PROG(gk 5) / PROG(gkl1) |  enddo Single precision
details.) enddo enddo evaluation
' enddo gall=16900,
kall=96
lall=1, gall=6
Elapsed time ratio (when the time observed without zfill is 1) Best value

(For details, see the

1.20 following page.)

1.11
1.07

1.00 ' 096  g94 095 0% o 092 092

’ ) 0.88 0.87 ) ' 0.88
0.8 I
0.6

Default distance performance

0.4 >
) I I I I

0.00
Without  zfill=5 Zfill=6  Zfill=7 Zfill=8  Zfill=9  zfill=10  Zfill=11  zfill=12  zfill=13  zfill=14  Zfill=15  zfill=16  zfill=17  zfill=18  Zfill=19  zfill=20
zfill

0.88

o

o

o

o
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zfill Evaluation: Stream-Like Operation Kernel

Pattern 1 (2/2)

Pattern 1 execution time breakdown

0.0016

0.0014

T~

0.0012 ——

0.001 ——

0.0008 —

Execution time [s]

0.0006 ——

0.0004 ————

0.0002 —

Without zfill With zfill

(Distance = 16)

B Memory/cache access wait OOperation wait

O lnstruction decode wait OOne instruction commit

B Two or three instructions commit @ Four instructions commit

The effect of zfill has been confirmed. Note that
the default value of the zfill destination needs to
be changed.
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FUjITSU
PA values
With zfill
Without Zfill (Distance =
16)
Aggregation thread 0 0
number
Execution time [s] 0.001372 0.001206
effggiiavlen;r:ttr)ﬁgt?cfns 10775582 11158332
GFLOPS 91.10 103.7
Memor[yGté‘/rso]ughp“t 211.31 194.84
L1 busy rate 47.98% 46.77%
L2 busy rate 83.70% 83.85%
Memory busy rate 83.36% 76.91%

Floating-point

FLA:11.64%

FLA:12.92%

pipeline busy FLB:10.92% | FLB:12.59%
rate/thread
L1 miss count/thread 7.15E+04 7.21E+04
L1 miss demand 10.93% o
rate/thread >-37%
L2 miss count/thread 6.96E+04 5.49E+04
1 [0)
L2 miss demand 15.31% 13.25%

rate/thread




[Reference] Performance Improvement by Zfill FUjITSU

B Performance of software prefetch and Zzfill PA values
Hardware Software
Execution time -Kzfill=18 prefeten P
breakdown —Kprefetch_sfequent|al=soft
05 ——— -Kprefetch_line=9 Aggregation thread number 0 0
045 —  — el e [L2=20 Execution time [s] 0.474 0.359
0.4 — Total number of effective
= \ instructions 2.16E+09 2.52E+09
2035 —
o T GFLOPS 13.27 17.54
ST p— B
S ' Memory throughput [GB/s] 222.5 210.8
§ 0.25 L1 busy rate/thread 52.9% 55.09%
)
o 02 — — L2 busy rate 85.1% 94.39%
015 — — Memory busy rate 21.7% 20.58%
01 — — Floating-point pipeline busy FLA:4.90% FLA:7.14%
rate/thread FLB:2.80% FLB:3.01%
0.05 —— —
L1 miss count/thread 2.46E+07 2.46E+07
0 L1 miss demand rate/thread 9.40% 0.08%
Hardware prefetch Software prefetch
ardware pretetc +Zfill L2 miss count/thread 2.62E+07 1.64E+07
) . L2 miss demand rate/thread 12.21% 0.31%
Triad (double precision
real type) . ) .
* The evaluation was conducted with the access size (number of
g Memory/cache O Operation wait O Instruction decode i I i i ize) i d to 240 MB (by 1
access wait Inst innermost loop iterations, arrsy S|z)e) increased to 240 MB (by 10
. i imes).
B One instruction B Two or three E Four instructions
commit instructions commit
commit

Performing zfill properly improves the performance
up to 210.8 GB/s.
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[Note] About High-Speed Store of On-Cache Data  Fufirsu

B High-speed store during cache

dCCeSS

Performing high-speed store for Elapsed time ratio (Triad sequential execution)
on-cache data may lower the 12 — —
performance. " "

Before specifying high-speed 10 = =

store, you need to check
whether it is actually necessary. 08

0.6
0.4
0.2
Performance decreased by
about 11% when high-speed 0o

store was applied to data

Without high-speed  With high-speed | Without high-speed  With high-speed
access to the L1 and L2 caches. Eep Eep Eep Eep

store store store store

Triad Triad
onlL1 cache access onl2 cache access

High-speed store (zfill) improves performance when used after access to the target
arrays is properly checked.
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FUJITSU

Data Access Alignment Constraints

B Microarchitecture Affected by For the performance related to the following
- alignment changes, see Basic Kernel
Alignment _ Performance.
B Gather Load InStrU_CUOn ® Evaluation Results: Contiguous SIMD Load
Aggregation Function ® Evaluation Results: Contiguous SIMD Store
B High-Speed Operation of the m Evaluation Results: Gather Load
Multiple Structures Instruction ®m Evaluation Results: Scatter Store
- : ®m Evaluation Results: Structure Load (LD2
m WB (Write Buffer) Operations Instruction)
®m Evaluation Results: Structure Store (ST2

Instruction)
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Microarchitecture Affected by Alignment FUJITSU

B Alignment changes may cause differences in
performance for some of the load / store instructions.
Alignment is considered to affect the following.

B Gather load instruction aggregation function

B High-speed operation of the Multiple Structures
Instruction

m WB (write buffer) operations (WB split and merge)
W (Store fetch bypass operation)
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Gather Load Instruction Aggregation Function

o)
FUJITSU

B What is the gathering function of the Gather instruction?

If two elements issued simultaneously from one FP are adjacent to each other, the
Gather instruction can process them at a high speed. If the addresses of the two adjacent
elements match each other within 128 bytes, the instruction can speed up processing by
gathering the elements and processing them in one flow.

If two adjacent elements belong to the same 128-byte block, they are gathered and
processed in one flow. In the following address pattern examples, = " indicates the
gathered parts, and the two elements are processed in one L1D$ pi'b{a'hhe flow.

€ Address pattern example 1

. { . , “ :
1288 — '!l -

llllllllllllllll

1288 — * o3

128B {llllllllllllll'
IIIIIIIIIIIIIIIIIII‘

» Gathered and processed in 1 flow =
'IIIIIIIIIIIIIIIIIII'

€ Address pattern example 2

e {0 M:
1288 —

.IIIIIIIII'

1288 UH (@ K-

1288{ \dun AN NN nuu

Pay attention when implementing the starting addresses

of arrays to make full use of the gathering function of the
Gather instruction.
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High-Speed Operation of the Multiple Structures o
Instruction FUJITSU

B High-speed operation of the Multiple Structures instruction

The Multiple Structures instruction (LD2/ST2) can process data in one
flow per register when the address range of the data to be handled fits
within a 128-byte boundary, leading to faster processing.

Example) LD2
instrulztio)n ld2d {z0.d, z1.d}, p0/z, [(array address)]

The performance changes depending on
whether the array in the memory fits within a

Array in the memory 128-byte boundary. 128B
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
o
"
0 2 4 6 8 10 12 14 1 3 5 7 9 11 13 15
z0 register z1 register
When 0, 2, 4, 6, 8, 10, 12, and 14 fit within a When 1, 3,5, 7,9, 11, 13, and 15 fit within a
128-byte boundary, the data can be processed in 128-byte boundary, the data can be processed in
one flow. one flow.
(Otherwise, the data is processed in two flows.) (Otherwise, the data is processed in two flows.)
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WB (Write Buffer) Operations FUjiTSU

® WB (write buffer) operations

Data is written from the SP (store port) to the WB (write buffer) in 64-byte
units. If blocks of data to be stored each span a 64-byte boundary, storing all the
data requires more write operations than the number of data blocks. If blocks
of data to be stored each span a 64-byte boundary, each block needs to be split
at the 64-byte boundary when written from the SP to the WB (WB split). After
that, the split data blocks that fit within the same 64-byte boundary are merged
into one block (WB merge) before being written to the WB.

64-byte boundary

Ay Ay B, B, |G|C; D, D, Contiguous access

results in little impact
\J \/ \/ WB merge on performance.

Al A2B1 B2C1 C2D1 D2 ﬁ To WB
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Verification of Out-of-Order (O00)
Execution

B Qut-of-Order Execution-Related Resources
B Purposes of the Verification
B Verification of the OQut-of-Order Execution Effect

m Collaboration Between Qut-of-Order Execution and Software
Scheduling

B Summary
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Out-of-Order Execution-Related Resources FUJITSU

B OQut-of-order execution-related resources

[tem Unit A64FX comf)ute FX100
r

Operation latency FL (FMA) (Cycle) 9 6 6
(NéJSnEI)oer of inflight instructions (Instruction/core) 128 48 64
:qul;?:l?cegoorfsir(]glig)ht load (Instruction/core) 40 20 32
:j] gp:fcet:oor]fsir(\gig)ht store (Instruction/core) 24 8 20
ﬁ]iéq(eidggz;’:’astfgrﬁu'ation and (Entry/core) 20 10 16
N eger operation and real (Entry/core) 20x2 | 10+16 |16+20
RSBR (branch) (Entry/core) 19 8 10
(Ncl;l?;{t;er of renaming registers (Entry/core) 64 32 48
(NFuPang)er of renaming registers (Entry/core) 96 48 64
(NPquRI:))er of renaming registers (Entry/core) 32 _ _
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Purposes of the Verification FUJiTSU

B Verification of the out-of-order execution effect

Check whether out-of-order execution is effective in performance
improvement, using an actual machine

Check changes in the effect of out-of-order execution that occur
as the number of operations (chains) changes

Check quantitative changes in performance based on the number
of out-of-order resources of the A64FX and the number of
resources necessary for optimal scheduling

B Collaboration between out-of-order execution and
software scheduling

Check the effect of scheduling collaboration between software
(compiler) and hardware (out-of-order execution)
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Verification of the Out-of-Order Execution Effect (1/4)rujitsu

B Evaluation overview

Perform an FMA operation for array y, using [1['):M.A_] 1

constants cO to c9. Prepare nine cases, each with [ =27 5"

a different number of FMAs from one to nine. y(ij) = cO + y(ij-m) * c1
End Do

The expression assumes access to array y. In this | end Do
code, since m is passed as an argument, the
software (compiler) cannot determine m and the | [2FMA]

loops of i are executed sequentially. Compare the | Poj=1,n

following cases. Doi=1,8 .
J y(i,)) = €0 + y(i,-m)*(cL + y(i,j-m) * c2 )
End Do

(1) OoO enabled/software scheduling disabled End Do

m=0: There is no dependency, and the
processing can be overtaken. (- : (Omitted)
Kfast,noswp,unroll=2)

[OFMA]

Doj=1
(2) Oo0 disabled/software scheduling disabled 8(1) i = ’1?8
m=1: Dependencies emerge, and the loops of | y(i,j) = 0 + y(i,j-m)*(cl + y(i,j-m)* ¥
must be executed sequentially. (- (€2 + y(i,j-m)*(c3 + y(i,j-m)* ¥
Kfast,noswp,unroll=2) (c4 + y(i,j-m)*(c5 + y(i,j-m)* ¥

(c6 + y(i,j-m)*(c7 + y(i,]-m)* ¥

(3) SWPL (000 enabled/software scheduling (c8 + y(i,j-m)* ¢9))))))))
enabled) End Do
m=0: Specify NORECURRENCE. (-Kfast) End Do
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Verification of the Out-of-Order Execution Effect (2/4)FUi‘i’Tsu

B Execution results (9FMA) A

V(i) = €0 + y(ij-m)*(cL + y(i,j-m)* ¥
While 000 is effective, SWPL is (€2 + y(i,j-m)*(e3 + y(i,j-m)* ¥

superior to 000 in performance Eﬁé I ﬁ:jmﬁ? I §8}$§§

because there are many (€8 + y(i,j-m)* c9))))))))
operations and chains. End Do
End Do
. . Result when m =1
Execution time (9FMA SIMD) Since the load of y cannot
overtake the store of the
0.035 previous rotation, 00O does
not take effect.
0.029620
0.030
0.025
0.020
Result of NORECURRENCE
0.015 Effect of software (compiler)
scheduling and 00O Result when m = 0
The operation efficiency is Effect of 00O
0.010 about 70%.
The ideal value
cannot be reached
0.005 with 000 alone. 0.003363
0.001823
0.000
(3) SWPL (1) Oo0 enabled (2) 000 disabled
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Verification of the Out-of-Order Execution Effect (3/4)rujitsu

B Execution results of the individual cases
(execution time)

For the loop of the 2FMA case, the
performance of SWPL is almost the same
as that of O00.

Execution time (SIMD case)

0.035
0.030 The effect of 000 is confirmed.
’ As the number of operations
increases, the performance gap
between (1) Oo0 and (3) SWPL
0.025 becomes greater.
0.020
0.015
0.010
Operation
peak ratio:
0.005 70.6%

1FMA 2FMA 3FMA 4FMA 5FMA 6FMA 7FMA 8FMA 9FMA

M (3) SWPL (1) 000 enabled (2) 000 disabled

[LFMA]
Doj=1,n
Doi=1,8
y(i,)) = c0 + y(i,j-m) * c1
End Do
End Do

[2FMA]
Doj=1,n
Doi=1,8
y(i,)) = €0 + y(i,j-m)*(cl + y(i,j-m) * c2 )
End Do
End Do

- (Omitted)

[9FMA]
Doj=1,n
Doi=1,8
y(i,)) = €0 + y(i,j-m)*(cl + y(i,j-m)* ¥
(€2 + y(i,]-m)*(c3 + y(i,j-m)* ¥
(c4 + y(i,j-m)*(cS + y(i,j-m)* ¥
(c6 + y(i,j-m)*(c7 + y(i,j-m)* ¥
(c8 + y(i,j-m)* c9))))))))
End Do
End Do
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Verification of the Out-of-Order Execution Effect (4/4)FUi‘i’Tsu

B Number of OoO resources necessary | [2FMA]
i . - - Doj=1,n
for ideal execution (for hiding Seisl s
operation latency) y(i,j) = c0 + y(i,j-m)*(cl + y(i,j-m) * c2)
End Do
End Do
Number
of A64FX 2FMA 3FMA SFMA
resources [BFMA]
Number of DOJ = l, n
nr(z;?sstssrrsy 32+96 39 40 46 Doi=1,8
Number of hamber of resocrces y(i.j) = €0 + y(i,j-m)*(cl + y(i,j-m) * ¥
Rees | 20%2 > 54 | 102 ]| increese cocoue . (c2 + y(i,j-m)* c3))
Number of more difficult. n (0]
RSBRs o ° i ° End Do
Number of .
necI(:an)sary 40 18 18 18 . (Omitted)
S
ﬂg?etsf;@f 24 18 18 18 [9FM.A]
SPs Doj=1,n
Doi=1,8
Number of necessary registers = Constant + (2 * latency * number of pipelines) y(i,)) = c0 + y(i,]-m)*(cl + y(i,]-m)* ¥
Numb f RSEs = Numb f FMAs * lat * b f pipeli .. .
Number of necessary RSBRs = Latency * number of pipelines / number of unroll (€2 + y(i,j-m)*(c3 + y(i,j-m)* ¥
Number of necessary FPs = Number of loads * latency * number of pipelines (c4 + y(i,]-m)*(c5 + y(i,]-m)* ¥
Number of necessary SPs = Number of stores * latency * number of pipelines L i
(C6 +y(i,]-m)*(c7 + y(i,]-m)* ¥
(c8 + y(i,j-m)* c9))))))))
End Do
End Do
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Collaboration Between Out-of-Order Execution and

o)
Software Scheduling FUJITSU

m Out-of-order execution and software scheduling (SWPL)
The performance of SWPL improves when used in collaboration with 0O00. | Doj=1, n
Doi=1,8
B Loose scheduling and out-of-order execution y(i.j) = c0 + y(i,j)*(c1 + y(i,j)* ¥
While loose scheduling through SWPL results in a poorly-ordered instruction (€2 + y(i,))*(c3 + y(i,)* ¥
sequence, 000 prevents the deterioration width from increasing. (c4 + y(i,)*(c5 + y(i,)* ¥
As scheduling loosens, the number of loop iterations necessary for SWPL (C6 + y(i,j)*(c7 + y(i,j)* ¥
decreases, making it possible to use SWPL for the tuning of loops whose y J N Y]
iteration counts are known. (c8 + y(i,j)* c9)))))
End Do
End Do

Execution time/necessary number of SWPL iterations (9fma SIMD)

0.010 ooossa 160

0.009 e Loose SChedU“nq 140

0.008 144 144 _
Loose scheduling decreases 120
the number of iterations

0.007 ® \ necessary for SWPL.

112 112 112 100
0.006 0.00538

The effect of 000 74 0.00486
Performance estimated by the compiler (adopted II = 21). @ 80

results in better

performance than The register is insufficient for the best value (minimum II = 10). 30 ) 30
estimated. 0.00358 60
0.00320
000269 0.00294 0.00307 =
0.003 ) 0.00240

0.00225 0.00230
0.002 0.00ISV 0.00186 0.00192 0.00196 0.00203 48 40
0.001 20
0.000 0
fregrate=100 fregrate=95 fregrate=93 fregrate=90 fregrate=85 fregrate=80 fregrate=75 fregrate=70 fregrate=65
Execution time Time estimated from Il ==@==Necessary number of iterations
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Summary FUJITSU

B The effect of out-of-order execution has been confirmed.

m As the link (number) of operations grows larger,
software scheduling (SWPL) becomes more important.

-> When SWPL is not supported for a loop, dividing the
loop promotes SWPL.

B Scheduling SWPL loosely on purpose may provide room

for tuning for a loop whose iteration count is explicitly
decided.
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SIMD Width

®m About the SIMD Width
B Performance of the Fixed-Length SIMD Width Specification

B Performance Impact of SIMD Width-Conscious Optimization
(Tuning)

B Performance of the Variable-Length SIMD Specification
B [Reference] Changes in Power Based on the SIMD Width
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About the SIMD Width FUjiTsu

B SIMD widths supported by the processor

The implementor can freely decide the vector length (SIMD width) of the ARM SVE
in units of 128 bits from 128 bits to 2048 bits.
The A64FX is implemented with the vector length being 512 bits.

®m The A64FX supports the following vector lengths.
* 512 bits
» 256 bits
» 128 bits

B Compiler options

m -Ksimd_reg_size={ 128 | 256 | 512 | agnostic }
The default is -Ksimd_reg_size=512.

e simd_reg_size={ 128 | 256 | 512 }
Specify the vector register size of the SVE. The unit is the bit. At the time of compilation, optimization is
performed, assuming that the value specified in this option is the vector register size of the SVE. Note that
the generated executable program works normally only in a CPU architecture in which the SVE vector
register whose size is equal to that specified in this option is implemented.

» simd_reg_size=agnostic
Compilation is performed, without assuming any particular size as the vector register size of the SVE, to
create an executable program that decides the SVE vector register size at the time of execution. This
executable program can be executed, regardless of the vector register size of the SVE implemented in the
CPU architecture.
Note that the execution performance may become lower than when the -Ksimd_reg_size={128|256|512}
option is specified.
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Performance of the Fixed-Length SIMD Width

B Changes in performance based On | b petormance s scceptabie s oo 2 the ratc docs ot exceed e
width is 128 bits.

th e SI M D W I dth If the ratio is larger than that, it is possible that there is another problem.

(e®)
FUJITSU

. . Execution time ratio
Floating-point Memory SIMD width = _ )
Program operation peak| throughput SIMD width =| SIMD width =
ratio peak ratio 2il2 256 128
(Default)
Adventure.regionl 26.98% 62.38% 1.00 1.67 3.25
Adventure.region2 20.85% 0.02% 1.00 1.49 2.74
FFB.callap_kernel2 39.12% 76.33% 1.00 1.02 I 119 1
FFB.spmmv_vec8 28.38% 33.94% 1.00 0.99 5.11 |
GAMERA.TIMER_COMP_MATVEC_IF 20.29% 8.90% 1.00 1.56 2.81
To be analyzed

GENESIS.Nonb15F(June) 7.73% 6.41% 1.00 1.78 3.38 on the next
GENESIS.Nonb15F(July) 8.04% 4.46% 1.00 1.45 2.07 page
GENESIS.PairList(June) 6.71% 7.96% 1.00 1.79 1.88
GENESIS.PairList(July) 4.76% 3.04% 1.00 1.08 1.14
NICAM.Horizontal_Adv_flux 2.59% 1.94% 1.00 1.20 1.96
NICAM.Horizontal _Adv_limiter 14.37% 41.61% 1.00 1.21 1.67
NICAM.Radiation_adding 14.48% 47.57% 1.00 1.27 1.84
NICAM.Radiation_dtrn31 9.64% 36.38% 1.00 1.24 1.81
NICAM.Radiation ptfit2 11.84% 64.94% 1.00 1.05 1.35
NICAM.Vertical Adv_limiter 6.10% 73.82% 1.00 0.97 1.01
NICAM.diffusion 15.62% 43.44% 1.00 1.78 3.35
NICAM.divdamp 33.16% 36.00% 1.00 1.56 2.81
NICAM.vi_rhow_solver 15.49% 56.23% 1.00 1.34 2.00
NICAM_nsw6.M3_mp_nsw6_OMP9 10.29% 68.25% 1.00 1.01 1.01
NICAM nsw6.M3_vadvld getflux_new 3.06% 54.72% 1.00 1.19 1.54
streamlike pattern1 check 9.38% 78.69% 1.00 1.00 1.01
streamlike pattern2 check 2.38% 78.10% 1.00 1.54 2.94
streamlike pattern3 check 4.15% 78.41% 1.00 0.99 1.00
MD 78.42% 0.02% 1.00 2.70 3.87
N-body 90.36% 0.00% 1.00 1.95 3.32
(Geometric mean) 1.00 1.34 2.01

Basically, there is no impact for a kernel with a
memory bandwidth bottleneck.
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Performance Impact of SIMD Width-Conscious

Optimization (Tuning)
B For FFB.spmmv_vec8

[SIMD width 256 bits]

o0
FUJITSU

[SIMD width 128 bits]

182 I$omp parallel default(none) private(IP,11,3J,IP2) 182
183 I$Sompé&shared(NP,LIST,AX,A,X) 183
184 I$omp do 184
185 locl nounroll 185
186 locl swp 186
<<< Loop-information Start >>> 187
<<< [OPTIMIZATION] 191
<<< SOFTWARE PIPELINING(IPC: 3.01, ITR: 48, MVE: 3, POL: S)
<<< PREFETCH(HARD) Expected by compiler :
<<< LIST, A, AX
<<< Loop-information End >>>
187 1 p DO IP=1,NP
191 1 locl nounroll,loop_nofission iaht i .
<<< Loop-information Start >>> Eight innermost rotations
<<< [OPTIMIZATION] are exp;nded based on t'he
<<<  SIMD(VL: 8) SIMD nglth, ;nd scheduling
<<< Loop-information End >>> is optimized in the external
192 2 p v DO JJ=1,8 loop.
193 2 p v AX(JJIP )=AX(IJ,IP )+A(1,IP )*X(JJ,LIST( 1,IP ))
194 2 p v AX(JJIP )=AX(IJ,IP )+A( 2,IP )*X(JJ,LIST( 2,IP ))
226 2 p v ENDDO 192
: 193
238 1 p ENDDO 194
239 I$omp end do :
240 I$Somp end parallel 226
238
239
240

T T O

1$omp parallel default(none) private(IP,11,JJ,I1P2)
ISompé&shared(NP,LIST,AX,A,X)

I$omp do

locl nF())unroII As the SIMD width becomes

locl swp small, the rotation remains
DO IP=1,NP even if the innermost loop

is expanded with the SIMD,

locl nounroll,loop_nofission ot Je o
resulting in the optimization

<<< Loop-information Start >>> L . :
<<< [OPTIMIZATION] of scheduling being applied
<<<  SIMD(VL: 4) on the innermost loop.
<<< PREFETCH(HARD) Expected by compiler :

<L X

<<< PREFETCH(SOFT): 30

<<< SEQUENTIAL : 30

<<<  X:28,AX: 2

<<< SPILLS:

<<< GENERAL :SPILL 4 FILL 20

<<<  SIMD&FP :SPILLO FILL 4

<<<  SCALABLE :SPILLO FILLO

<<< PREDICATE : SPILLO FILLO

<<< Loop-information End >>>

v DO JJ=1,8
v AX(JJ,IP )=AX(JJ,IP )+A( 1,IP )*X(JI,LIST( 1,IP ))
v AX(J,IP )=AX(JJ,IP )+A( 2,IP Y*X(II,LIST( 2,IP ))
% ENDDO
ENDDO
1$omp end do

1$omp end parallel

If optimization (tuning) is performed with the SIMD width in mind, a
performance gap greater than expected may arise.
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Performance of the Variable-Length SIMD

Specification
B Performance of the variable-length SIMD (-Ksimd_reg_size=agnostic)

(Ratio when the variable-length SIMD specification + system SIMD width of 512 is 1)

o0
FUJITSU

W] ; ; Executed SIMD width
' (Default) Tl Uy
Rrogram I <MD width = SIMD width =| SIMD width = | SIMD width =
| wedn = 502 1T T [ 256 128 |
Adventure.regionl . 1.00 . 1.00 | 1.69 3.32 1
Adventure.region? ’ 1.02 ! 1.00 1.62 2.94 )
FFB.callap kernel2 ! 0.18 ! 1.00 0.87 0.92 !
FFB.spmmv_vec8 [ 0.25 [ 1.00 " 1.09 1.55 [
GAMERA.TIMER_COMP_MATVEC_IF I 0.85 I 1.00 ! 1.64 2.84 I
GENESIS.Nonb15F(June) . 0.73 . 1.00 | 1.70 3.18 ;
GENESIS.Nonb15F(July) : 0.82 ) 1.00 | 1.31 1.94 )
GENESIS.PairList(June) ' 0.59 ! 1.00 1.07 1.15 !
GENESIS.PairList(July) | 1.02 [ 1.00 1.14 1.24 |
NICAM.Horizontal_Adv_flux | 0.68 | 1.00 ! 1.46 1.63 |
NICAM.Horizontal Adv_limiter 1 0.96 1 1.00 | 1.20 1.73 1
NICAM.Radiation_adding ) 0.77 ) 1.00 | 1.39 2.26 )
NICAM.Radiation_dtrn31 ! 0.74 ! 1.00 1.23 1.64 !
NICAM.Radiation_ptfit2 | 1.04 | 1.00 1.15 1.53 |
NICAM.Vertical Adv_limiter | 1.04 | 1.00 ! 1.02 1.04 |
NICAM.diffusion I 0.10 I 1.00 | 1.07 1.22 I
NICAM.divdamp ) 0.81 ) 1.00 | 1.42 2.15 \
NICAM.vi_rhow solver ! 1.01 ! 1.00 1.28 1.89 !
NICAM_nsw6.M3_mp_nsw6_OMP9 I 1.00 | 1.00 . 1.01 1.07 |
NICAM nsw6.M3_vadvld getflux_new | 0.81 | 1.00 ! 1.42 2.19 |
streamlike_pattern1_check | 0.99 | 1.00 | 1.00 1.00 |
streamlike_pattern2_check ' 0.81 . 1.00 | 1.39 2.28 1
streamlike_pattern3 check ’ 1.01 ' 1.00 1.02 1.01 )
MD ! 0.98 ! 1.00 2.71 3.88 !
N-body | 0.96 | 1.00 ! 1.81 3.46 |
Geometric mean) 0.72 1 1.00 | 1.31 1.79 )

A value smaller than 1.0 indicates code whose performance lowers when the variable-length SIMD option is specified.
If SIMD width-conscious optimization is possible, the performance may deteriorate.
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[Reference] Changes in Power Based on the SIMD

(e®)
Width FUJITSU

B Power efficiency when the SIMD width changes from 512 bits to
128 bits

Program (iIMPSr\f/(v)i:jTr? Zﬁgrgggof\r/gnn: esnfzr?:gizw (SIMD width c';‘;ﬁvgédrafﬁfm 512 to 128) Perforr;‘;i%i\jvngfrrg‘t’iime”t
The Iarger;tewsﬁ;/rilnuaen,c?e better the * The larger the[\)/:vl\?;, the greater the * The smaller, the more efficient
Adventure.regionl 0.80 0.71 0.88
Adventure.region2 0.43 0.88 2.04
FFB.callap_kernel2 0.83 0.93 1.12
FFB.spmmv_vec8 0.20 0.86 4.43
GAMERA.TIMER_COMP_MATVEC_IF 0.36 0.93 2.62
GENESIS.Nonb15F(June) 0.30 0.94 3.13
GENESIS.Nonb15F(July) 0.50 1.02 2.03
GENESIS.PairList(June) 0.91 1.01 1.12
GENESIS.PairList(July) 0.86 0.90 1.05
NICAM.Horizontal Adv_flux 0.56 0.94 1.68
NICAM.Horizontal Adv_limiter 0.60 0.93 1.53
NICAM.Radiation_adding 0.55 1.01 1.83
NICAM.Radiation_dtrn31 0.55 0.84 1.52
NICAM.Radiation_ptfit2 0.73 0.82 1.13
NICAM.Vertical_Adv_limiter 0.97 0.96 0.99
NICAM.diffusion 0.28 0.91 3.24
NICAM.divdamp 0.37 0.88 2.38
NICAM.vi_rhow_solver 0.50 1.03 2.05
NICAM_nsw6.M3_mp _nsw6 OMP9 0.98 0.94 Less efficient 0.96
NICAM_nsw6.M3_vadvld getflux_new 0.65 0.99 than when the 1.53
streamlike_patternl_check 1.00 1.04 SIMD width is 1.04
Streamlike_pattern2_check 0.34 0.87 512 2.56
streamlike pattern3 check 0.98 1.05 1.07
Geometric mean) 0.56 0.93 ! _£6_4_!

Setting the SIMD width to 128 bits can slightly reduce power
consumption. This cannot be said to be efficient, however,
considering the performance drop rate.
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o)
FUJITSU

Power Control

B About the Boost Mode

B About the Eco Mode

B Basic Kernel Power by Mode

B Performance Verification in Boost Mode
B Performance Verification in Eco Mode

B [Reference] Time-Series Power and Performance of an
Actual Application (NICAM)
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About the Boost Mode

B About the boost mode

(e®)
FUJITSU

In normal mode, the A64FX operates at 2.0 GHz, taking into consideration the balance between
performance and power efficiency. Allowing for cases where the application (job) needs to run as
fast as possible, the boost mode is also provided in which the CPU operates at the frequency of
2.2 GHz. In boost mode, the CPU operates at a higher frequency than in normal mode, leading to

a rise in its drive voltage.

B In boost mode, the CPU operates at the frequency of 2.2 GHz, while the frequency of the HBM is
the same as in normal mode. The following table shows the code characteristics for which
improvement in performance can be expected in boost mode.

Code characteristics Effect of the boost mode on
performance

L1 bandwidth bottleneck
L2 bandwidth bottleneck
Memory bandwidth bottleneck
Operation bottleneck
Access latency bottleneck

Tofu communication bandwidth
bottleneck

Tofu communication latency
bottleneck

Can be expected
Can be expected
Cannot be expected
Can be expected
Can be expected

Cannot be expected

Can be partially expected
(CPU operating part only)
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About the Eco Mode (1/2) FUjiTsu

m About the eco mode
In eco mode, Power Knob, which uses only one FPU pipeline, is turned on, while the
bottom-up power is reduced by half to only the power for one floating-point
operation pipe. The eco mode is effective in reducing power consumption in the

running and standby states although the peak floating-point operation performance
declines.

m Behavior of the operation pipeline in normal mode and eco mode

Since the operation pipeline is reduced to only one pipe in eco mode, the
performance is certain to drop for code whose floating-point operation peak ratio
exceeds 50%.

Even in cases where the floating-point operation peak ratio does not exceed 50%,
the performance may be affected depending on the operation timing of the

operation instruction.
Operation peak ratio

50% or less (40%)
Normal mode
Pipe 2 No operation No operation yperation:B No operation No operation
Pipe 1 No operation  EiiOperation A \iOperation D] No operation
N
- | 4
Actually, a performance delay occurs in
ECO mOde a part where two operations are
NI @ 0 " e e e - m executed simultaneously.
I  OperationB "I
Pipe 1||__ No operation i Operation A} Operation € Operation B EiOperation DU No operation
N

| 4
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About the Eco Mode (2/2) FUJiTSU

®m The following table shows the code characteristics for which an
impact on (drop in) performance can be expected in eco mode.

B Power consumption is certainly reduced more in eco mode than in
normal mode.

- Impact of the eco
Code characteristics

L1 bandwidth bottleneck None

L2 bandwidth bottleneck None

Memory bandwidth bottleneck None
Operation bottleneck Yes

Access latency bottleneck None
Intra-node barrier bottleneck None

Tofu communication bandwidth bottleneck None

Tofu communication latency bottleneck None
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Basic Kernel Power by Mode (1/2): Verification
Conditions

o)
FUJITSU

B Verification conditions

Code to be messured |
(Cache/memory bandwidth

Measurement
pattern

Access range

* bss area used

Array type

Number of parallel
measurements
(processes and
threads)

Compilation option

bottleneck)

- L1 cache bandwidth bottleneck code

- L2 cache bandwidth bottleneck code I$Somp parallel
- Memory bandwidth bottleneck code (three patterns, each with different doj =1, iter
array values) | d
(1) All Os '$omp do
(2) Serial numbers (0, 1, 2, 3, 4, ...) Doi=1,n |
(3) 64-byte block of Os (all bits set to 0) and 64-byte block of the y(1)=x1(i) + cO0 * x2(i)
minimum values (all bits set to 1) set alternately End Do
- Latency bottleneck (L2 cache) code ISomp end do nowait
enddo

|
- L1 cache bandwidth bottleneck code: 48 KB (3/4 of the L1 size) * Per core .$omp end paraIIeI

- L2 cache bandwidth bottleneck code: 4 MB (1/2 of the L2 size) * Per CMG
- Memory bandwidth bottleneck code: 240 MB (30 times the L2 size) * Per

CMG
- Latency bottleneck code: 1.8 MB * Per CMG Cocllaetéﬁcbebn;tet?esﬁe"gs 2

- Cache bandwidth bottleneck code: Double precision real type
- Memory bandwidth bottleneck code/latency bottleneck code: 8-byte integer

type for(i=0;i<rep;i++){
p = index2[0];
4 processes and 12 threads for (j = Q; j<NL; j++){
(1 process per CMG and 1 thread per core) p = (uinté4_t **)*p;
b7
-Kfast,openmp }ans =p;
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Basic Kernel Power by Mode (2/2): Power Values

B Verification results

(e®)
FUJITSU

Busy rate T
loati (Normal mode, eco mode off) Normal mode (2.0 Boost mode (2.2
F gitl::':lg_ Memory GHz) GHz)
Program - throughput
operation ; Memory ing-
peak ratio peak ratio L1 busy| L2busy | busy rate Eloatlng Uil Eco mode| Eco mode [Eco mode| Eco mode
rate rate e hardware [POING PL busy| PL busy |7 e on off on
ksl rate rate
DGEMM (* Reference) | (94%) - (79%) - - (94%) - 177 125 206 143
STREAM (*Reference) - (81%) - (92%) | (81%) - - 196 164 218 178
L1 bandwidth bottleneck | 21.58% | 0.00% [93.68%| 0.00% | 0.00% | 54.87% [33.86%| 159 132 188 152
L2 bandwidth bottleneck | 7.55% | 0.00% [98.09%| 97.42% | 0.00% | 19.62% |9.67% | 151 122 176 138
Me&‘t’trl‘énb:(:”kdmjth 0.00% | 82.50% |76.66%| 91.97% | 82.50% | 6.42% |3.02% | 16 143 194 155
Met’)‘;‘t’trl‘énb:c”kdg;jth 0.00% | 81.80% [75.91%| 90.74% | 81.80% | 6.37% |2.99% | 189 157 209 171
Met’)‘;?t?énb:g‘kdg';jth 0.00% | 82.50% |76.61%| 91.90% | 82.50% | 6.42% |3.02% | 19¢¥| 171 219 186
Latency Cbaoctrt]':)”ec" (L2 | 5.00% | 0.00% [10.59%| 12.67% | 0.00% | 0.00% |o0.54% | 121 88 139 99

(1): As the array values, Os are used.

It has been confirmed that a
difference of about 20 to 30 W
arises due to the difference in

the initial value.

(2): As the array values, serial numbers (0, 1, 2, 3, 4, ...) are used.

(3): As the array values, 0s (all bits set to 0) and minimum values (all bits set to 1)
are used alternately in 64-byte units.

Value in parentheses: Reference value

Note) The power values differ for each individual CPU. The
values shown above should be considered relative values.
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[Reference] Application Kernel Busy Rate and Power .
Value by Mode FUJITSU

B Relationship between busy rate and power

Sort
. . Busy rate i Normal mgggreded POW;;’OSt mode
3':5;1 F'giti'r:‘tg' Memory (Normal mode, eco mode off) (2.0 GHz) (2.2 GHz)
Program precisi| operation throughp_ut Memory busy _ _
on peak ratio peak ratio |L1 busy| L2 busy . Thel‘ﬁated Floating-point| Integer PL| Eco mode | Eco mode | Eco mode | Eco mode
rate rate problem r’;n"f:irnes PL busy rate | busy rate off on off on
unsolved.

Adventure.regionl Doublel  23.5% 54.7% 66.0% 89.5% 54.7% 54.3% 1.6% 203 158 226 179
NICAM.Radiation_dtrn31 Single 6.3% 77.4% 53.9% 80.5% 77.4% 6.8% 8.5% 198 163 222 180
FFB.callap_kernel2 Single 38.8% 74.8% 57.8% 57.2% 74.8% 80.0% 3.5% 194 140 227 157
streamlike_pattern3_check Single 4.0% 85.1% 43.3% 78.8% 85.1% 5.4% 4.2% 192 155 213 173
INICAM.Horizontal_Adv_flux Single 13.8% 46.4% 72.3% 66.6% 46.4% 17.8% 10.5% 191 160 221 178
streamlike_pattern1_check Single 11.9% 84.5% 46.2% 81.0% 84.5% 10.6% 1.5% 189 158 215 170
NICAM_nsw6.M3_mp_nsw6_OMP9  [Single|] 10.5% 67.2% 41.4% | 64.6% 67.2% 9.8% 3.4% 187 153 209 170
INICAM.vi_rhow_solver Single 14.8% 54.3% 45.8% 53.5% 54.3% 14.6% Prog rams Wlth h |g her 172
NICAM.divdamp Single 13.2% 41.4% 53.3% 75.1% 41.4% 1z. 168
IAdventure.region0 Doublg 16.5% 93.7% 45.1% 81.0% 93.7% 19.8% memory busy rates 161
NICAM Radiation_adding Single| _11.3% 88.2% | 48.9% | 84.8% 88.2% o1% tend to appear higher in 156
streamlike_pattern2_check Single 2.3% 86.0% 48.0% 80.9% 86.0% 4.1% the ||St 161
NICAM_nsw6.M3_vadvld_getflux_new|Single 3.0% 79.1% 37.1% 71.0% 79.1% 11.5% 5.6% Il 138 191 150
INICAM.Vertical_Adv_limiter Single 34.5% 37.0% 26.9% 26.3% 37.0% 49.7% 4.3% 170 127 196 143
FFB.spmmv_vec8 Single 27.0% 32.3% 52.8% 27.0% 32.3% 39.9% 20.1% 166 131 185 150
NICAM.Radiation_ptfit2 Single 16.6% 49.0% 52.6% 46.5% 49.0% 41.3% 4.8% 166 127 189 141
INICAM.Horizontal_Adv_limiter Single 8.6% 34.7% 37.2% 53.1% 34.7% 14.6% 8.1% 162 127 189 144
Adventure.region2 Double 20.0% 0.0% 78.3% 47.1% 0.0% 50.7% 4.3% 156 119 182 138
INICAM.diffusion Single 17.4% 10.4% 50.6% 72.3% 10.4% 16.1% 13.1% 156 120 179 137
GAMERA.TIMER_COMP_MATVEC_IF|Single 21.0% 10.4% 57.7% 9.8% 10.4% 36.9% 15.0% 149 113 172 128
QCD.ddd_in_s_ Single 26.3% 0.1% 41.3% 18.5% 0.1% 20.9% 6.9% 149 113 172 129
QCD.jinv_ddd_in_s_ Single| 27.4% 0.1% 49.4% 25.8% 0.1% 24.5% 7.0% 148 113 172 129
IGENESIS.Nonb15F(June) Single 7.4% 7.0% 51.3% 12.2% 7.0% 21.7% 1.6% 142 112 165 126
IGENESIS.PairList(June) Single 7.0% 9.1% 27.8% 6.8% 9.1% 18.9% 29.9% 139 106 160 119
IGENESIS.Nonb15F(July) Single 7.9% 5.7% 29.3% 7.2% 5.7% 13.9% 6.2% 133 101 151 114
IGENESIS.PairList(July) Single 5.5% 4.2% 24.0% 6.3% 4.2% 14.9% 31.9% 133 99 152 113
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o)
FUJITSU

Performance Verification in Boost Mode

B Boost Mode: Performance Verification Conditions by
Code Characteristic

B Boost Mode: Basic Kernel Performance
B [Reference] Application Kernel Measurement Results
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Boost Mode: Performance Verification Conditions by
Code Characteristic

(e®)
FUJITSU

B Measurement conditions
- Patten

Verification
code

Number of
cores to be
measured

Compilation
option

Access
range

Basic operation
kernel

Application
kernel

Basic operation
kernel

Application
kernel

Basic operation
kernel

Application
kernel

Basic operation
kernel

(1) Triad L1 cache access (L1 bandwidth performance)

(2) Triad L2 cache access (L2 bandwidth performance)

(3) Triad memory access (memory bandwidth performance)

(4) DGEMM (operation performance)

(5) L1 access latency code (operation/L1 access latency performance)

28 kernels

(1) (5): 1 core execution, (2) (3) (4): 12 core execution (CMGO0)

12 core execution (CMGO0)

(1) (5) -Kfast
(2) -Kfast,openmp -Kprefetch_sequential=soft ¥
-Kprefetch_cache_level=1 -Kprefetch_line=4
(3) -Kfast,openmp -Kzfill=18 ¥
-Kprefetch_sequential=soft -Kprefetch_line=9 -Kprefetch_line_L2=70
(4) -Kfast,openmp

The options individually specified for each kernel are used as they are.

(1) (5) Half the L1 cache size (32 KB)

(2) Half the L2 cache size (4 MB)

(3) 30 times the L2 cache size (240 MB)

(4) TRANSA=N, TRANSB=N, M=23040, N=23040, K=640
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Boost Mode: Basic Kernel Performance (1/5) rujitsu

® L1 bandwidth performance (1 core) Doj=1, iter
Doi=1,n
-> A performance improvement of about 10% y(i)=x1(i) + c0 * x2(i)
has been confirmed. End Do
(AS eXpeCted) Performance =nd bo

improvement of
about 10%

0.3 A64FX AB64FX
] CPU performance| CPU performance Ratio
0.25 > Normal mode Boost mode (2.2GHz
o, (2.0 GHz) (2.2 GHz) +2.0GHz)
e 02 — . L1 bandwidth | L1 bandwidth
£ Source code version
= performance performance
L 0.15 _ Floating-point precision Double precision | Double precision
> .
§ 01 | SIMD width 8 8
n Number of threads 1 1
0.05 — Aggregation thread
0 0
number
0 Execution time [s] 0.276 0.251 0.91
Busy time ABAFX Busy time ABAFX ‘Total number of effective 1.29.E+09 1.29.E+09
CPU CPU instructions
performance performance GFLOPS (processes) 14.85 16.33 1.10
HBM HBM Memory throughput
. ] [GB/s/process] 0.00 0.00
L1 bandwidth L1 bandwidth L1 busy rate/thread 99.95% 99.93%
performance performance
normal mode boost mode L2 bUSy rate/thread 0.00% 0.00%
(2.0GHz) (2.2GHz) Memory busy rate/thread 0.00% 0.00%
Floating-point pipeline
B Memory/cache access wait OOperation wait busy rate/thread gigézf gﬁggﬂf
. . _ . . (FLA and FLB) 2070 2
Olnstruction decode wait OOne to three instructions commit
L1 throughput 178.1 196.0 1.10
B Four instructions commit OL1 busy time [GB/s/thread]

OL2 busy time B Memory busy time
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Boost Mode: Basic Kernel Performance (2/5) rujitsu

. I$Somp parallel
B L2 bandwidth performance (1 CMG) Do j= 1, iter
I$Somp do
; Doi=1,n
-> A performance improvement of about 10% y()=x1(i) + c0 * x2(i)
has been confirmed. End Do
(As expected) I$Somp end do nowait
End Do
_ Performance I$omp end parallel
improvement of
0 -
0.07 about 10% ABAFX NG
0.06 CPU performance CPU performance Ratio
@ 0.05 ] — I Normal mode Boost mode (2.2GHz
o g (2.0 GHz) (2.2 GHz) +2.0GHz)
g 0.04 — Source code version L2 bandwidth L2 bandwidth
CC) ur verst performance performance
g 0.03 — Floating-point precision Double precision Double precision
(&)
5 0.02 | [SIMD width 8 8
Number of threads 12 12
0.01 — _
Aggregation thread number 0 0
0 Execution time [s] 0.058 0.052 0.91
Busy time AB4FX Busy time ABAFX Total number of effective
CPU CPU instructions 1.35.E+09 1.35.E+09
performance performance GFLOPS (processes) 60.63 66.67 1.10
HBM HBM
Memory throughput [GB/s/process] 0.00 0.01
L2 bandwidth L2 bandwidth
performance performance L1 busy rate/thread 95.08% 94.97%
normal mode boost mode L2 busy rate/thread 96.93% 96.82%
(2.0GHz) (2.2GHz) Memory busy rate/thread 0.00% 0.00%
B Memory/cache access wait OOperation wait Floating-point pipeline busy 20.73% 20.70%
rate/thread 10.88% 10.86%
@lnstruction decode wait @One to three instructions commit (FLA and FLB)
. . . . L1D miss count/thread 1.38E+07 1.38E+07
B Four instructions commit OL1 busy time -
L1D miss demand rate/thread 1.00% 1.00%
OL2 busy time @ Memory busy time L2 throughput
[GB/s/process] 727.59 799.99 1.10
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Boost Mode: Basic Kernel Performance (3/5) rujitsu

. . . I$omp parallel
B Memory bandwidth performance (with zfill/1 Doj= 1, iter
CMG) ISomp do
Doi=1,n
. . N\—= i + * i
-> No change in performance has been confirmed. - dy[()') x1(i) + 0 * x2(i)
n (0}
(As expected) .
I$omp end do nowait
No performance End Do
change I$omp end parallel
0.4 A64FX A64FX
0.35 T CPU performance CPU performance Ratio
‘% 0.3 e Normal mode Boost mode (2.2GHz
£ 0.25 - (2.0 GHz) (2.2 GHz) +2.0GHz)
g 0.2 — | Source code version Memory bandwidth Memory bandwidth
2 — performance performance
é 0.15 — Floating-point precision Double precision Double precision
o 0.1 — SIMD width 8 8
0.05 — Number of threads 12 12
0 Aggregation thread number 0 0
Busy time Ag‘izx Busy time Agé'ljx Execution time [s] 0.357 0.356 1.00
Total ber of effecti
performance performance in;’tr""uc?;“;"s er of erecive 2.52.E+09 2.52.E+09
HBM HBM GFLOPS (processes) 17.60 17.66 1.00
Memory Memory Memory throughput 211.50 212.18 1.00
bandwidth bandwidth [GB/s/process]
performance performance L1 busy rate/thread 51.97% 49.32%
normal mode boost mode o o
(2.0GHZ) (2.ZGHZ) L2 busy rate/thread 91.62% 90.04%
Memory busy rate/thread 82.62% 82.88%
O Memory/cache access wait OOperation wait Floating-point pipeline busy 6.46% 5899
. . . . . rate/thread 2'730/0 2'480/0
OlInstruction decode wait OOne to three instructions commit (FLA and FLB) /270 070
B Four instructions commit OL1 busy time L1D miss count/thread 2.46E+07 2.46E+07
L1D miss demand rate/thread 0.07% 0.07%
@L2 busy time ®mMemory busy time L2 miss count/thread 1.64E+07 1.64E+07
L2 miss demand rate/thread 0.29% 0.29%
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Boost Mode: Basic Kernel Performance (4/5) rujitsu

m Operation performance (DGEMM/1 CMG)

-> A performance improvement of about 10% has DIEIERIY) pRIEIRISIRRS Number
been confirmed. TRANSA M N K of calls
(As expected) TRANSB
et NN 23040 23040 640 10

improvement of
about 10%

10 AB4FX A64FX
9 \ CPU performance | CPU performance Ratio
8 — Normal mode Boost mode (2.2GHz
. 7 o (2.0 GHz) (2.2 GHz) +2.0GHz)
[0} ] - -
IS . Operation Operation
= 6 — Source code version performance performance
c ] I
_g S Floating-point precision Double precision Double precision
5 -
&) 4 SIMD width 8 8
£ 3 —
1] 2 Number of threads 12 12
1 Aggregation thread number 0 0
0 || || Execution time [s] 9.435 8.565 0.91
Busy time ABAFX Busy time ABAFX Total number of effective instructions 7.46.E+11 7.46.E+11
CPU CPU GFLOPS (processes) 720.20 793.31 1.10
performance performance
HBM HBM Memory throughput [GB/s/process] 20.02 21.91
Operation Operation L1 busy rate/thread 79.40% 79.30%
performance performance L2 busy rate/thread 61.62% 61.45%
normal mode boost mode
(2.0GHz) (2.2GHz) Memory busy rate/thread 7.82% 8.56%
] ) ) Floating-point pipeline busy 94.62% 94.51%
B Memory/cache access wait OOperation wait rate/thread (FLA and FLB) 94.38% 94.28%
O Instruction decode wait O One to three instructions commit L1D miss count/thread 1.80E+09 1.80E+09
. . . . L1D miss demand rate/thread 0.45% 0.46%
B Four instructions commit OL1 busy time ) : > >
L2 miss count/thread 4.60E+07 4.61E+07
oL2 busy time = Memory busy time L2 miss demand rate/thread 52.38% 53.49%
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Boost Mode: Basic Kernel Performance (5/5) rujitsu

B Operation/L1 access latency performance

-> A performance improvement of about 10%

has been confirmed.
(As expected)

Performance
improvement of
about 10%

0.035
0.03
@ I — L
g 0.025
= 0.02 —
S
= 0.015 —
[&]
£ o0.01 —
i
0.005 —
0 1 M
Busy time AB4FX Busy time AB4FX
CPU CPU
performance performance
HBM HBM
Operation/L1 Operation/L1
access latency access latency
performance performance
normal mode boost mode
(2.0GHz) (2.2GHz)

OMemory/cache access wait O Operation wait

Olnstruction decode wait 0O One to three instructions commit
@ Four instructions commit OL1 busy time

OL2 busy time ® Memory busy time

Doj=1,n

Doi=1,8
y(i,j) = €0 + y(i,]-m)*(c1 + y(i,]-m)* ¥
(€2 + y(i,j-m)*(c3 + y(ij-m)* ¥
(c4 + y(i,j-m)*(c5 + y(ij-m)* ¥
(c6 + y(i,]-m)*(c7 + y(i,]-m)* ¥

(c8 + y(i,j-m)* c9))))))

m=1

(FLA and FLB)

End Do
End Do
AB4FX AB4FX
CPU performance | CPU performance Ratio
Normal mode Boost mode (2.2GHz
(2.0 GHz) (2.2 GHz) +2.0GHz)
. Operation/L1 access|Operation/L1 access

Source code version latency performance|latency performance
Floating-point precision Double precision Double precision
SIMD width 8 8
Number of threads 1 1
Aggregation thread 0 0
number
Execution time [s] 0.029 0.027 0.91
_Total n.umber of effective 7.72.E+06 7.74.E+06
instructions
GFLOPS (processes) 2.52 2.76 1.10
Memory throughput
[GB/s/process] 0.00 0.00
L1 busy rate/thread 5.55% 5.54%
L2 busy rate/thread 0.01% 0.01%
Memory busy rate/thread 0.00% 0.00%
Floating-point pipeline

4.39% 4.39%
busy rate/thread 4.36% 4.36%
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[Reference]
Application Kernel Measurement Results (1/2)

B NICAM Horizontal Adv_flux

o)
FUJITSU

0.0012
AB64FX AB64FX
0.001 CPU performance CPU performance
w Normal mode Boost mode
v 0.0008 - — (2.0 GHz) (2.2 GHz)
=z 0.0006 _ | Source code version Horizontal_Adv_flux | Horizontal_Adv_flux
% ' Floating-point precision Single precision Single precision
é 0.0004 - SIMD width 16 16
w Number of threads 12 12
0.0002 — Aggregation thread 0 0
number
0 Execution time [s] 0.001005 0.000929
Busy time AB4FX Busy time AB4FX
CcPU CPU Tﬁ?tat'. nur“bter otf. 2.43.E+07 2.43.E+07
performance performance eifective Instructions
GFLOPS (processes) 108.75 117.62
HBM HBM Memory throughput 123.04 133.74
brizontal_Adv_flux Herizontal _Adv_flux [GB/s/process] ) )
normal mode boost mode 0 0
(2.0GH?) (2.2GH2) L1 busy rate/thread 68.40% 67.87%
L2 busy rate/thread 66.77% 66.28%
@ Memory/cache access wait O Operation wait Memory busy rate/thread 49.04% 52.90%
OlInstruction decode wait O One to three instructions commit Floating-point pipeline 18.06% 17.86%
. . : . busy rate/thread (FLA Ao i
B Four instructions commit OL1 busy time and FLB) 14.00% 13.85%
BL2 busy time B Memory busy time L1D miss count/thread 7.99E+04 8.04E+04
— /rt‘;]'rsga?jema”d 20.81% 20.78%
* There is a PA measurement overhead of about 50 to 80 p. -
L2 miss count/thread 2.18E+04 2.61E+04
L2 miss demand o o
rate/thread 6.78% 7.92%
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[Reference]

Application Kernel Measurement Results (2/2)

B FFB callap_kernel2.nodebase

o)
FUJITSU

0.001
0.0009 AB4FX A64FX
0.0008 | CPU performance CPU performance
T 0.0007 . Normal mode Boost mode
o (2.0 GHz) (2.2 GHz)
£ 0.0006 — — Source code version callap_kernel2. callap_kernel?2.
5 0.0005 — — nodebase nodebase
3 0.0004 — Floating-point precision Double precision Double precision
£ 0.0003 SIMD width 8 8
0.0002 — Number of threads 12 12
0.0001 - Aggregation thread
0 0
0 number
Busy time ABAFX Busy time ABAFX Execution time [s] 0.000939 0.000858
CPU CPU Total number of effective
performance performance instructions 4.13.E+07 4.13.E+07
HBM HBM GFLOPS (processes) 282.65 309.34
callgp_kernel2.nodepase callgp_kernel2.nodepas Memory throughput 185.36 203.37
normal mode boost mode [GB/s/process]
(2.0GHz) (2.2GHz) L1 busy rate/thread 56.05% 54.81%
O Memory/cache access wait OOperation wait L2 busy rate/thread 57.98% 69.72%
_ _ . ) _ Memory busy rate/thread 74.01% 80.58%
OlInstruction decode wait O One to three instructions commit - . . B
Floating-point pipeline 76.90% 24.75%
@ Four instr.uctions commit OL1 busy time | busy rate/thread (FLA and 61:840/2 60: 100/2
BL2 busy time B Memory busy time FLB)
L1D miss count/thread 5.09E+04 5.09E+04
L1D miss demand
* There is a PA measurement overhead of about 50 to 80 p. rate/thread 2.15% 2.13%
L2 miss count/thread 5.05E4+04 5.05E4+04
L2 miss demand o o
rate/thread 0.89% 0.87%
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FUJITSU

Performance Verification in Eco Mode

B Eco Mode: Performance Verification Conditions by Code
Characteristic

B Eco Mode: Basic Kernel Performance

B [Reference] Impact of the Eco Mode on Application Kernel
Performance

B [Reference] Application Kernel Measurement Results

B [Reference] Time-Series Power and Performance of an Actual
Application (NICAM)
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Eco Mode: Performance Verification Conditions by
Code Characteristic

(e®)
FUJITSU

B Measurement conditions
- Patten

Verification
code

Number of
cores to be
measured

Compilation
option

Access
range

Basic operation
kernel

Application
kernel

Basic operation
kernel

Application
kernel

Basic operation
kernel

Application
kernel

Basic operation
kernel

(1) Triad L1 cache access (L1 bandwidth performance)

(2) Triad L2 cache access (L2 bandwidth performance)

(3) Triad memory access (memory bandwidth performance)

(4) DGEMM (operation performance)

(5) L1 access latency code (operation/L1 access latency performance)

28 kernels

(1) (5): 1 core execution, (2) (3) (4): 12 core execution (CMGO0)

12 core execution (CMGO0)

(1) (5) -Kfast
(2) -Kfast,openmp -Kprefetch_sequential=soft ¥
-Kprefetch_cache_level=1 -Kprefetch_line=4
(3) -Kfast,openmp -Kzfill=18 ¥
-Kprefetch_sequential=soft -Kprefetch_line=9 -Kprefetch_line_L2=70
(4) -Kfast,openmp

The options individually specified for each kernel are used as they are.

(1) (5) Half the L1 cache size (32 KB)

(2) Half the L2 cache size (4 MB)

(3) 30 times the L2 cache size (240 MB)

(4) TRANSA=N, TRANSB=N, M=23040, N=23040, K=640
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Eco Mode: Basic Kernel Performance (1/5)

® L1 bandwidth performance (1 core)

-> No impact on performance has been
confirmed.
(As expected)

No performance

change
0.3
0.25
©,
o 0.2
£
_5 0.15 —
3
2 0.1 -
i
0.05 —
0
Busy time AB4FX Busy time AB4FX
CPU CPU
performance performance
HBM HBM
L1 bandwidth performance L1 bandwidth performance
Normal Eco mode
OMemory/cache access wait O Operation wait
Olnstruction decode wait OOne to three instructions commit
@ Four instructions commit OL1 busy time
@L2 busy time mMemory busy time
BFLA busy time EFLB busy time

o)
FUJITSU

Doj=1, iter
Doi=1,n
y(i)=x1(i) + c0 * x2(i)
End Do
End Do

A64FX AB4FX
CPU performance| CPU performance Ratio
(Eco mode +
Normal Eco mode normal)
. L1 bandwidth L1 bandwidth
Source code version
performance performance
Floating-point precision Double precision | Double precision
SIMD width 8 8
Number of threads 1 1
Aggregation thread
0 0
number
Execution time [s] 0.276 0.277 1.00
Total number of effective
instructions 1.29.E+09 1.29.E+09
GFLOPS (processes) 14.85 14.78 1.00
Memory throughput
[GB/s/process] 0.00 0.00
L1 busy rate/thread 99.95% 99.75%
L2 busy rate/thread 0.00% 0.00%
Memory busy rate/thread 0.00% 0.00%
Floating-point pipeline 58.61% 92.74%
busy rate/thread 34.38Y% 0.00%
(FLA and FLB) o0 ue
L1 throughput
[GB/s/thread] 178.1 177.4 1.00
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Eco Mode: Basic Kernel Performance (2/5)  rujitsu

m L2 bandwidth performance (1 CMG)

I$Somp parallel

Doj=1,iter
: . I$Somp do
-> No impact on performance has been confirmed. F[’)O ‘=1 n
As expected N :
( P ) y(i)=x1(i) + c0 * x2(i)
End Do
I$omp end do nowait
End Do
No performance ISomp end parallel
0.07 change
AB4FX AB4FX
0.06 )
- o CPU performance CPU performance Ratio
©0.05 — — -
GE) Normal Eco mode (Ecr?omaﬂi .
= 004 — L2 bandwidth L2 bandwidth
c Source code version
_g 003 — | performance performance
3 Floating-point precision Double precision Double precision
(0]
oy 0.02 — — SIMD width 8 8
0.0l — | Number of threads 12 12
Aggregation thread number 0 0
0 ] . Execution time [s] 0.058 0.058 1.00
Busy time AB4FX Busy time AB4FX
CPU CPU Total number of effective instructions 1.35.E+09 1.35.E+09
performance performance GFLOPS (processes) 60.63 60.68 1.00
HBM HBM
) . Memory throughput [GB/s/process] 0.00 0.00
L2 bandwidth performance L2 bandwidth performance
Normal Eco mode L1 busy rate/thread 95.08% 95.00%
EMemory/cache access wait O Operation wait L2 busy rate/thread 96.93% 96.87%
Binstruction d d it B0ne to th instructi it Memory busy rate/thread 0.00% 0.00%
nstruction decode wai ne to three instructions commi a-point pineli
SO . . Floating-paint pipeline busy 20.73% 31.58%
B Four instructions commit OL1 busy time (FLA and FLB) 10.88% 0.00%
OL2 busy time @ Memory busy time L1D miss count/thread 1.38E+07 1.38E+07
BFLA busy time BFLB busy time t;l)thm;ssggsnland rate/thread 1.00% 1.01%
rou u
[GB/s/process] 727.59 728.15 1.00
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Eco Mode: Basic Kernel Performance (3/5)

o)
FUJITSU

Memory bandwidth performance (with zfill/1 | !$omp parallel
CMG) Doj=1,iter
I$Somp do
. i Doi=1,n
-> No change in performance has been confirmed. y(i)=x1() + c0 * x2())
(As expected) End Do
I$Somp end do nowait
No performance End Do
change I$Somp end parallel
0.4
AB4FX AB4FX
0.35 I CPU performance CPU performance Ratio
— 0.3 — .
L Normal Eco mode (s modle ’
© 95 . normal)
,§ Source code version Memory bandwidth Memory bandwidth
S 02 — performance performance
k= ] Floating-point precision Double precision Double precision
o 0.15 —
2 SIMD width 8 8
w0l I Number of threads 12 12
0.05 — Aggregation thread number 0 0
0 Execution time [s] 0.357 0.357 1.00
Busy time AG4AFX Busy time ABAFX _Total number of effective 2.52.E+09 2.52.E+09
CPU CPU instructions
performance performance GFLOPS (processes) 17.60 17.62 1.00
HBM HBM Memory throughput [GB/s/process] 211.50 211.78 1.00
Memory banﬁv(\)llrtlet]rz;Iperformance Memory balr:jcci\(/)vﬂtgd%erformance L1 busy rate/thread c1.97% c150%
L2 busy rate/thread 91.62% 91.55%
BMemory/cache access wait OOperation wait Memory busy rate/thread 82.62% 82.73%
Olnstruction decode wait O One to three instructions commit Floating-point pipeline busy 6.46% 9.18%
rate/thread 5.73% 0.00%
@ Four instructions commit OL1 busy time (FLA and FLB) : i
i . L1D miss count/thread 2.46E+07 2.46E+07
oLz busy time = Memory busy time L1D miss demand rate/thread 0.07% 0.07%
B FLA busy time EFLB busy time L2 miss count/thread 1.64E+07 1.64E+07
L2 miss demand rate/thread 0.29% 0.29%
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Eco Mode: Basic Kernel Performance (4/5)  rujitsu

B Operation performance (DGEMM/1 CMG)

: : : DGEMM parameters
-> An impact increasing performance by about P Number
1.9 times has been confirmed. TRANgA M N Kk | of calls
Impact increasing
performance by NN 23040 23040 640 10
about 1.9 times
20 AB4FX A64FX
18 /1 CPU performance CPU performance Ratio
16 —
w 14 | Normal Eco mode (Eco mode + normal)
(O]
£ 12 — Source code version Operation Operation
E’ performance performance
o 10 _ . . - - -
= 8 Floating-point precision Double precision Double precision
§ 6 | |sIMD width 8 8
w 4 | Number of threads 12 12
2 | Aggregation thread number 0 0
0 Execution time [s] 9.435 18.093 1.92
Busy time ABAFX Busy time ABAFX _Totta' Q,umber of effective 7.46.E+11 7.46.E+11
CPU CPU INStructions
performance performance GFLOPS (processes) 720.20 375.56 0.52
HBM HBM Memory throughput [GB/s/process] 20.02 10.25 0.51
Operation performance Operation performance L1 busy rate/thread 29.40% 42.33%
Normal Eco mode
L2 busy rate/thread 61.62% 32.06%
BMemory/cache access wait OOperation wait Memory busy rate/thread 7.82% 4.00%
OlInstruction decode wait OOne to three instructions commit Floating-point pipeline busy 94.62% 97.99%
. . . . te/thread (FLA and FLB 94.38% 0.00%
B Four instructions commit OL1 busy time rate/thread (FLA and FLB) i i
. . L1D mi t/thread 1.80E+09 1.80E+09
@L2 busy time mMemory busy time mfss count/threa
L1D miss demand rate/thread 0.45% 0.45%
BFLA busy time BFLB busy time L2 miss count/thread 4.60E+07 4.57E+07
L2 miss demand rate/thread 52.38% 52.32%
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Eco Mode: Basic Kernel Performance (5/5)  rujitsu

B Operation/L1 access latency performance | bei=1.n m=1
Doi=1,8
- y(i,j) = €0+ y(i,]-m)*(cl + y(i,j-m)* ¥
> No impact on performance has been (62 + (i ]-m)*(c3 + y(i j-m)* ¥
confirmed. (c4 + y(i,j-m)*(c5 + y(i,j-m)* ¥
Almost no performance c6 + y(i,j-m)*(c7 + y(i,j-m)* ¥
(As expected) 10 per (06 +y(ij-m)*(c7 + y(i,j-m)
(Since operations need to (08 + y(l,J-m) Cg))))))))
be performed, the
processing slightly slows End Do
down.) End Do
0.035
0.03
— A64FX AB64FX
<£.0.025 — .
GE) ' CPU performance CPU performance Ratio
= 0.02 — (Eco mode +
c Normal Eco mode
S 0.015 . normal)
3 . Operation/L1 access | Operation/L1 access
) Source code version
|.>1j 0.01 — latency performance | latency performance
0.005 - Floating-point precision Double precision Double precision
' SIMD width 8 8
0 —H—m== =M Number of thread 1 1
m
Busy time ABAFX Busy time ABAFX umber of threacs
CPU CPU Aggregation thread number 0 0
performance performance
Execution time [s] 0.029 0.030 1.01
HBM HBM -
Total number of effective 772 E+06 774 E+06
Operation/L1 access latency | Operation/L1 access latency instructions T o
performance performance GFLOPS (processes) 2.52 2.48 0.99
Normal Eco mode
Memory throughput 0.00 0.00
BMemory/cache access wait OOperation wait [GB/s/process] ' '
Olnstruction decode wait D One to three instructions commit L1 busy rate/thread 5.55% 3.72%
B Four instructions commit OL1 busy time L2 busy rate/thread 0.01% 0.01%
) ] Memory busy rate/thread 0.00% 0.00%
@L2 busy time mMemory busy time Floating-point pipeline busy 4 390 8 64%
BFLA busy time EFLB busy time rate/thread ' '
y y (FLA and FLB) 4.36% 0.00%
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[Reference] Impact of the Eco Mode on Application

Kernel Performance

B FFB callap_kernel2.nodebase
Normal mode and eco mode

Execution time [s]

0.0016

0.0014
0.0012

0.001

0.0008

0.0006
0.0004 —j

0.0002 —j

Busy time

HBM

Normal

O Memory/cache access wait
OlInstruction decode wait

@ Four instructions commit
OL2 busy time

B FLA busy time

performance

L2 bandwidth performance

ABAFX
CPU

ABAFX
CPU
performance

HBM

Busy time

L2 bandwidth performance
Eco mode

O Operation wait

OOne to three instructions commit
OL1 busy time

B Memory busy time

EFLB busy time

o)
FUJITSU

AB4FX AB4FX
CPU performance CPU performance

Normal Eco mode
Source code version calfc[))d_gsggglz. calfgaeksargslz.
Floating-point precision Single precision Single precision
SIMD width 8 8
Number of threads 12 12
Aggregation thread number 0 0
Execution time [s] 0.000912 0.001392
Total number of effective 3.45.E+06 3.45.E+06
GFLOPS (processes) 291.05 190.80
'E";é‘;g/rg’rg‘c;os‘g?hp“t 190.72 125.15
L1 busy rate/thread 56.76% 34.02%
L2 busy rate/thread 56.42% 35.99%
Memory busy rate/thread 74.54% 48.90%
Floating-point pipeline busy 78.13% 92.14%
rate/thread (FLA and FLB) 62.85% 0.00%
L1D miss count/thread 5.10E+04 5.10E+04
L1D miss demand rate/thread 2.23% 2.30%
L2 miss count/thread 5.07E+04 5.07E+04
L2 miss demand rate/thread 1.05% 1.01%

* Since the PA value measured with -Hmethod set to normal is used, the

execution time is slightly longer.
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[Reference] Application Kernel Measurement Results fujitsu

B GENESIS PairList (Dec-July)

0.003
AB64FX AB4FX
0.0025 CPU performance | CPU performance
) Normal mode (2.0 | Boost mode (2.2
g 0002 — GHz) GHz)
z 0.0015 L Source code version PairList (Dec-July) | PairlList (Dec-July)
% Floating-point precision Double precision Double precision
¢ 0.001 — SIMD width 8 8
H _ B Number of threads 12 12
0.0005 Aggregation thread number 0 0
0 [T = Execution time [s] 0.002542 0.002347
Busy time AB4FX Busy time ABAFX Total number of effective
y oPU y oPU inctructions 1.00.E+08 1.00.E+08
performance performance GFLOPS (processes) 42.31 45.82
HBM HBM Memory throughput
PairList (Dec- PairList (Dec- [GB/s/process] 10-84 L6l
July) July) L1 busy rate/thread 24.60% 24.67%
normal mode boost mode L2 busy rate/thread 6.14% 6.16%
(2.0GHz) (2.2GHz) Memory busy rate/thread 4.26% 4.56%
B Memory/cache access wait O Operation wait Floating-point pipeline busy 15.29% 15.36%
OlInstruction decode wait OOne to three instructions commit rate/th.read (FLA and FLB) 13.22% 13.29%
. . ) . L1D miss count/thread 1.37E+04 1.36E+04
@ Four instructions commit OL1 busy time L1D miss demand
B@L2 busy time B Memory busy time rate/thread 73.13% 72.85%
L2 miss count/thread 6.28E+03 6.28E+03
* There is a PA measurement overhead of about 50 to 80 p. L2 miss demand 32.14% 30.22%
rate/thread
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[Reference] Time-Series Power and Performance of o
an Actual Application (NICAM) FUJITSU

B Time-series power aggregation

The power value was measured at intervals of about three seconds (vertical axis:
power value, horizontal axis: elapsed time).
The July 2019 version of NICAM was used.

Time-series power (NICAM)
214

210

190

170

150

130

110

90

70

50

oM~ AN N O NN OO NN OOM OO MMN OM VOSSO A S N dWm oo NN OO OO OO NN d< 00 d < 00NN N 0 +H W 0
ee@dddadaNaNnmmmngIINNNeeedddNNNnNnnNEETINNNOQOddd NN S ST NN NnQ
O O O O O O 0O O 0O 0O 00 000 0O o ™ ™ o o o o o o oo ddd AN AN A A A AN NN Mm
OO O OO OO OO OO0 O0O0O0O0DO0O0O0OO0O0OO0OO0OO0OO0OO0DO0OO0OO0OO0O0OO0OO0O0O0O0O0O0O0O0OO0O0OO0O0O0OO0OO0OOo O O
e NOrmal mode (2.0GHz) Normal mode (2.0GHz) e Boost mode (2.2GHz) = e = Boost mode (2.2GHz)
Eco mode OFF Eco mode ON Eco mode OFF Eco mode ON
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shaping tomorrow with you

Note) The performance values

Ba S | C Ke rn el shown herein may vary slightly

depending on the measurement

Pe rfo rm a n Ce software (compiler and library).

B Evaluation Environment and Conditions ® Throughput Performance
B Basic Operation Kernel Performance B Performance Values by Data Type

B Arithmetic Operations/Square Root B Performance Impact by Alignment

B Mathematical Function Performance Changes
B Memory Copy Performance
Inter-CMG Performance Evaluation

B Other Basic Operation Kernel

Evaluations OpenMP Overhead Evaluation
B Access Performance
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Evaluation Conditions and Environment

H Eva

uation Environment: Measurement System

HEva

uation Conditions: Evaluation Code

H Eva

uation Conditions: Compiler Options
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Evaluation Environment: Measurement System (1/2) FUi‘i’TSU

K FX100 (Xeo:| Sssi\gvseglsla v3) (Xeon%tg:/ilnil;esmza) '15\6ndcr)|(:j>é
Frequency [GHz] 2.0 1.975 1.9 *1 1.9 *1 2.0
Number of CPUs/node 1 2 2 1
Number of cores/node 8 32 32 48 48
Number of CMGs/node 2 4
Memory size/node [GB] 16 32 256 384 32
L1 [KiB/core] 32 64 32 32 64
Cache size L2 [KiB/core] 256 1024
LL [MiB/CPU] 6 12 40 33 8
5 (EX, short)
L1 [cycle] 4 5 4 4 8 (FL, short)
Cache latency 11 (FL, long)
L2 [cycle] 11 12
LL [cycle] 31 54 Up to 34 45 37 to 47
L1 [B/cycle] 32 64 96 - When hit: 128
tchar%rLthut L2 [B/cycle] 64
LL [B/cycle] 16 32 - 42.7

*1: Set to operate at the fixed frequency of 1.9 GHz.
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Evaluation Environment: Measurement System (2/2) Frufitsu

bandwidth per CMG)
[GB/s]

Skylake AG4FX
K FX100 Haswell (Xeogllzlsgt)mum 1 node
Operation Double
performance per precisi 1%}16'2 93702'48 22é88'4 B’gZ%O
e o e | BLO) | B04) | (608) | (640)
(Operation Singl (16)
performance per | 2 '19.2 2022.4 | 1945.6 | 5836.8 6144.0
C(EEEeF)LOPS] gn (63.2) | (60.8) | (121.6) | (128.0)
Main memory latency [ns] 86 160 80 150
Theoretical memory
bandwidth per node
: 480 1024
(Theoretical memory 64 (240) 136 255 (256)
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Evaluation Conditions (1/2): Evaluation Code FUJITSU

Evaluation
conditions

(1) on L1%$

- Arithmetic operations/square root

- Mathematical function

- Numeric function

- Type conversion

- Access performance (contiguous access) L1$ access

- Access performance (stride access)

- Access Performance (indirect access)

(2) Access performance (contiguous access) L2$ access

(3) Access performance (contiguous access) memory access

Evaluation code

Number of cores to (1) 1 core execution

be measured (2) (3) 12 core execution (1 CMG)
(1) 3/4 of the L1 cache size (48 KB)

Access range (2) Half the L2 cache size (4 MB)

(3) 3 times the L2 cache size (24 MB)
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Evaluation Conditions (2/2): Compiler Options FUjITSU

Evaluation environment
K

(2.0GHz)

FX100
(1.975GHz)

PRIMERGY RX2530 M1
Haswell (FJ compiler) (1.9 GHz)

PRIMERGY RX2540 M4
Skylake (Intel compiler) (1.9
GHz)

A64FX
(2.0GHz)

Evaluation options

-Kfast -V -Nlst=t -Koptmsg=2
[Fortran only] -Cpp -Kautoobjstack,temparraystack
[ilfunc evaluation only] -Kilfunc,nomfunc

-Kfast -V -NlIst=t -Koptmsg=2
[Fortran only] -Cpp -Kautoobjstack,temparraystack
[ilfunc evaluation only] -Kilfunc,nomfunc

-Kfast, CORE_AVX2 -Nlst=t -Koptmsg=2
[Fortran only] -Cpp -Kautoobjstack,temparraystack

-O3 -no-prec-div -fp-model fast=2 -xCORE-AVX512 -qopt-
zmm-usage=high

-Kfast -V -Nlst=t -Koptmsg=2
[Fortran only] -Cpp -Kautoobjstack,temparraystack
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FUJITSU

Basic Operation Kernel Performance

B Arithmetic Operations/Square Root
B Mathematical Function Performance
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Arithmetic Operations/Square Root Measurement

FUjITSU
Results (1/2) ]
B Arithmetic operations/square root (real type)
< X100 RX2530 M1 RX2540 M4 AG4FX
Perfor Perfor Perfor Perfor Perfor
Floating-point maenc Floating-point m:nc Floating-point me;nc Floating-point maenc Floating-point maenc Op;:r:ati SIMD
operation . operation . operation . operation . operation . _ conver
performance 'Vn;ﬁ:g performance Ivn;rr)r:g performance '\anrg performance 'V”;f’nrg performance 'Vn;ﬁ:g effgen sion
(GFLOPS) nt (GFLOPS) nt (GFLOPS) nt (GFLOPS) nt (GFLOPS) nt (%) effect
ratio ratio ratio ratio ratio
Addition 1.38 1.00 3.37 2.48 4.61 3.52 8.57 6.54 7.42 5.38 | 11.59 6.55
Subtraction 1.38 1.00 3.40 2.49 4.62 3.52 8.46 6.46 7.42 5.38 | 11.59 6.55
r“'t'p"cat'o 1.38 1.00 3.40 2.50 4.62 3.53 7.51 5.73 7.42 5.38 | 11.59 | 6.70
Double |Product-
precision [sum 2.87 1.00 6.96 2.46 9.51 3.49 15.79 5.80 14.84 5.18 | 23.19 | 6.55
operation
Division 10.39 1.00 19.06 1.86 3.22 0.33 9.24 0.94 39.57 3.81 | 61.84 7.94
Reciprocal 10.79 1.00 19.02 1.79 5.60 0.55 8.38 0.82 39.85 3.69 | 62.26 | 8.33
Square root 11.90 1.00 21.63 1.84 4.84 0.43 8.14 0.72 34.78 292 | 54.34 | 12.75
Addition 1.69 1.00 6.57 3.93 9.11 5.66 13.59 8.45 13.84 8.18 | 10.81 | 12.16
Subtraction 1.68 1.00 6.62 3.99 9.11 5.71 13.78 8.64 13.84 8.24 | 10.81 | 12.16
':“'t'pl'cat'o 1.69 1.00 6.62 3.96 9.09 5.65 13.49 | 8.39 13.84 | 8.18 | 10.81 | 12.16
Single Product-
precision [sum 3.46 1.00 13.52 3.96 19.18 5.84 26.60 8.09 27.68 8.00 | 21.62 | 12.20
operation
Division 9.85 1.00 15.97 1.64 26.98 2.88 39.32 4.20 61.13 6.21 | 47.76 | 14.42
Reciprocal 9.99 1.00 16.84 1.71 28.13 2.97 44.43 4.68 72.00 7.21 | 56.25 | 18.64
Square root 9.61 1.00 17.15 1.81 8.41 0.92 49.29 5.40 52.07 5.42 | 40.68 | 23.83
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Arithmetic Operations/Square Root Measurement
Results (2/2)

B Arithmetic operations (integer type)

(e®)
FUJITSU

K X100 RX2550 M1 RX2540 M AG4X
OIpnetreagtieor n P rrfggma o{)netrGagtiec:n £ rrl:tg;ma oIpnetreagtieor n P rrfggma o%:netreag'lcieor n #3 rrflggma oIpnetreagtieor n Pearlj?:gm Ope;atio SIMD
perfo;manc improvem perfo;manc improvem perfogmanc improvem perfo;manc improvem perfogmanc imngéﬁze efﬁcyienc c():gnevf?erzit
(GOPS) ent ratio (GOPS) ent ratio (GOPS) ent ratio (GOPS) ent ratio (GOPS) e (%)
Addition 0.77 1.00 3.43 4.51 4.74 6.47 8.86 12.09 7.42 9.62 11.59 7.91
Subtraction 0.77 1.00 3.43 4.51 4.74 6.48 8.72 11.90 7.42 9.62 11.59 7.91
8-byte Multiplication 0.33 1.00 3.47 10.64 1.21 3.87 5.86 18.66 7.42 22.44 11.59 7.84
integer Product-sum
operation 0.66 1.00 7.01 10.69 2.61 4.13 9.21 14.61 14.84 22.36 23.19 13.91
Division 0.18 1.00 0.18 1.00 0.07 0.42 0.31 1.78 0.09 0.50 0.14 0.58
Addition 0.84 1.00 3.88 4.71 9.41 11.86 15.53 19.56 13.84 16.56 10.81 14.54
Subtraction 0.84 1.00 3.88 4.71 9.42 11.86 15.21 19.16 13.84 16.56 10.81 14.69
4-byte Multiplication 0.33 1.00 3.80 11.60 7.28 23.07 11.90 37.72 13.84 41.54 10.77 14.62
integer Product-sum
operation 0.66 1.00 7.64 11.65 14.27 22.61 25.98 41.17 27.68 41.67 21.62 26.08
Division 0.18 1.00 0.18 1.00 0.23 1.35 1.57 9.11 0.28 1.54 0.22 1.82
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Mathematical Function Measurement Results FUjITSU

- - f
B Mathematical function T
compared with the K
(Clock normalized)

PRIMERGY PRIMERGY
B e RX2530 M1 RX2540 M4 IR
Perfo Perfo Perfo Perfo
FIoai;ing- rman FIoat_ing- rman FIoai;ing- rman FIoat_ing- rman FIoai;ing- Perfor SIMD
pom!: ce pom_t ce pom!: ce pom_t ce pom!: mance | o er
operation | impr | operation | impr | operation | impr | operation | impr | operation | impro -
performance ovem performance ovem performance ovem performance ovem performance Vemen effect
(GFLOPS) ent (GFLOPS) ent (GFLOPS) ent (GFLOPS) ent (GFLOPS) | t ratio
ratio ratio ratio ratio
atan 8.71 1.00 13.25 1.54 4.36 0.53 18.80 2.27 15.41 1.77 | 10.85
atan2 8.87 1.00 9.69 1.11 2.32 0.28 16.19 1.92 6.88 0.78 | 15.46
cos 11.55 1.00 19.43 1.70 4.49 0.41 21.10 1.92 24.44 2.11 | 8.04
exp 7.93 1.00 15.22 1.94 4,05 0.54 22.55 2.99 18.04 2.27 | 10.70
Double |exp10 7.99 1.00 15.18 1.92 1.56 0.21 22.19 2.92 17.25 2.16 | 10.29
precision | log 6.97 1.00 7.87 1.14 3.14 0.47 16.01 2.42 11.80 1.69 | 8.09
log10 7.62 1.00 9.45 1.26 2.36 0.33 20.70 2.86 11.84 1.55 | 8.82
sin 11.54 1.00 19.47 1.71 5.42 0.49 22.21 2.03 24.17 2.10 | 7.98
i‘izzne”t' 7.48 1.00| 8.88 120 266 |037]| 1332 |188| 847 1.13 | 14.97
atan 7.29 1.00 9.76 1.36 1.72 0.25 29.51 4.26 36.30 4.98 | 22.38
atan2 8.00 1.00 6.76 0.86 1.28 0.17 28.70 3.78 25.67 3.21 [ 22.10
cos 10.98 1.00 16.37 1.51 1.30 0.13 39.92 3.83 48.93 4.46 | 15.88
exp 6.74 1.00 11.44 1.72 1.55 0.24 47.42 7.41 35.75 5.30 | 21.34
Single  |exp10 7.37 1.00 11.65 1.60 1.52 0.22 43.10 6.15 37.59 5.10 | 23.35
precision | log 5.91 1.00 5.49 0.94 0.99 0.18 41.46 7.39 28.96 4.90 | 17.47
log10 6.29 1.00 6.67 1.07 1.11 0.19 52.90 8.86 30.70 4.88 |17.73
sin 10.98 1.00 16.36 1.52 1.36 0.13 45.36 4.35 48.98 4.46 | 17.77
i‘izﬂ”e”t' 7.30 1.00 6.55 0.91 1.02 0.15| 2556 |[3.69| 17.30 2.37 | 17.95
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Mathematical Function Comparison with Other

CPUS FUJITSU

K FX100 Skylake A64FX e Compar Compared
(GFLOPS) (GFLOPS) (GFLOPS) (GFLOPS) d wi't)h K ed with with
FX100 Skylake

atan 8.71 13.25 18.80 15.41 1.77 1.16 0.78

atan2 8.87 9.69 16.19 6.88 0.78 0.71 0.40

cos 11.55 19.43 21.10 24.44 2.11 1.26 1.10

exp 7.93 15.22 22.55 18.04 2.27 1.19 0.76

Double expl0 7.99 15.18 22.19 17.25 2.16 1.14 0.74
precision

log 6.97 7.87 16.01 11.80 1.69 1.50 0.70

log10 7.62 9.45 20.70 11.84 1.55 1.25 0.54

sin 11.54 19.47 22.21 24.17 2.10 1.24 1.03

SERICTEEE 7.48 8.88 13.32 8.47 1.13 0.95 0.60

atan 7.29 9.76 29.51 36.30 4.98 3.72 1.17

atan2 8.00 6.76 28.70 25.67 3.21 3.80 0.85

cos 10.98 16.37 39.92 48.93 4.46 2.99 1.16

exp 6.74 11.44 47.42 35.75 5.30 3.13 0.72

Single expl0 7.37 11.65 43.10 37.59 5.10 3.23 0.83
precision

log 5.91 5.49 41.46 28.96 4.90 5.28 0.66

log10 6.29 6.67 52.90 30.70 4.88 4.60 0.55

sin 10.98 16.36 45.36 48.98 4.46 2.99 1.03

SIS 7.30 6.55 25.56 17.30 2.37 2.64 0.64

GEOMEAN 2.66 2.00 0.76

There is room for improvement, as
of December 2019.
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FUJITSU

Other Basic Operation Kernel Evaluations

B Numeric Function Measurement Results
B Type Conversion Measurement Results
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Numeric Function Measurement Results

B Numeric function

(e®)
FUJITSU

PRIMERGY PRIMERGY

K PR RX2530 M1 RX2540 M4 SR

FIoat_ing- Perfor FIoat_ing- Perfor FIoa’Fing- Perfor FIoa’Fing- Perform FIoa’Fing- Perfor
pomfc mance pomfc mance pomfc mance pomfc . pomfc mance SIMD
operation | impro | operation |impro | operation |impro | operation improve operation | impro convers
performanc | veme | performanc | veme | performanc | veme | performanc ment performanc | veme ion
e n’g e n’g e n’g e ratio e n’g effect

(Gflops) ratio (Gflops) ratio (Gflops) ratio (Gflops) (Gflops) ratio
abs 1.71 1.00 4.82 2.85 6.93 4.26 13.38 8.23 9.78 5.72 7.08
Double max 1.42 1.00 3.43 2.45 4.54 3.38 8.08 6.00 7.42 5.24 6.55
precision min 1.42 1.00 3.43 2.45 4.57 3.39 8.21 6.10 7.42 5.24 6.55
mod 1.27 1.00 9.29 7.40 5.37 4.44 18.70 15.47 6.04 4.76 9.38
sign 1.58 1.00 3.45 3.32 2.46 2.81 7.07 8.07 5.85 6.35 6.37
abs 2.02 1.00 5.70 2.86 14.01 7.30 20.59 10.72 17.16 8.49 | 10.73
Single max 1.73 1.00 3.88 2.27 9.00 5.47 12.14 7.39 13.84 7.99 | 12.16
precision min 1.74 1.00 3.83 2.23 9.06 5.48 12.09 7.31 13.84 7.95 | 12.16
mod 2.06 1.00 9.63 4.73 13.79 7.05 27.86 14.24 11.11 5.39 | 18.67
sign 1.58 1.00 3.90 2.49 4.99 3.32 13.44 8.94 11.64 7.36 | 12.81
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Type Conversion Measurement Results FUJITSU

M Type conversion

PRIMERGY PRIMERGY
K e RX2530 M1 RX2540 M4 AR
Integer P(zrrfggm Integer Pzrriggm Integer Perrfzgma Integer Per;?:(rama Integer Perri:grama SIMD
operation improv operation improv operation improve operation improve operation improve | conversio
performance ement performance ement performance ment performance ment performance ment n effect
(e ratio (G ratio (e ratio eers) ratio (Gare) ratio
dble (single precision
| ben) 1.64 1.00 4.79 2.96 3.79 2.44 9.19 5.91 9.06 5.54 5.78
real number
dble (4-byte integer) 1.29 1.00 4.78 3.76 4.59 3.75 9.74 7.96 9.06 7.04 13.10
real (double precision
| ben) 1.91 1.00 5.39 2.86 4.64 2.56 8.70 4.80 11.19 5.86 7.59
real number
real (4-byte integer) 1.66 1.00 5.96 3.64 12.07 7.67 18.23 11.57 17.21 10.38 24.87
int (double precision real
ben) 1.11 1.00 5.79 5.26 4.78 4.53 8.78 8.31 11.19 10.06 27.01
num
int (single precision real
ber) 1.13 1.00 5.98 5.34 11.99 11.13 17.09 15.86 17.21 15.18 40.48
number
aint (double precision
| ber) 0.83 1.00 4.79 5.82 3.56 4.50 6.37 8.05 9.78 11.75 6.23
real number
aint (single precision
| ber) 0.87 1.00 5.95 6.92 7.39 8.94 12.60 15.23 17.21 19.77 10.80
real number
nint (double precision
| ber) 0.80 1.00 4.07 5.15 0.83 1.10 3.92 5.15 9.78 12.19 26.65
real number
nint (single precision
| ber) 0.82 1.00 4.25 5.22 2.49 3.17 9.10 11.61 17.26 20.93 47.52
real number
anint (double precision
| ber) 0.69 1.00 4.79 7.04 1.24 1.89 5.25 8.03 9.78 14.21 6.13
real number
anint (single precision
| numben) 0.71 1.00 5.87 8.37 2.47 3.66 9.17 13.58 17.21 24.21 10.80
rea
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Access Performance

B Basic Access Performance
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Basic Access Performance (1/2)

B L1 access

B Access performance (contiguous access): STREAM Triad case

(e®)
FUJITSU

PRIMERGY PRIMERGY
K RELEY) RX2530 M1 RX2540 M4 HuRs
Floating-point Per:z(rema Floating-point Per:;(rema Floating-point Perrfggma Floating-point Per‘rl:g(rema Floating-point Perr:i)gma Oper:atio Operation
operation RPONE operation TAPRONE operation T OROVE operation N T~ operation imarave | efteiame efficiency
performance nfn)ent performance n?ent performance rr?ent performance rr?ent performance r‘r?ent y (ideal value)
(Eilozz) ratio (Gitsz) ratio (Gitepe) ratio (it ratio (Eiepz) ratio (%) ()
Contiguous SIMD load x
2/ 2.87 1.00 6.94 2.45 9.02 3.31 11.69 4.29 14.84 5.17| 23.19 25.00
contiguous SIMD store x 1
M L2 access One CMG evaluated for FX100 and A64FX; one CPU evaluated for the others
PRIMERGY PRIMERGY
K Py RX2530 M1 RX2540 M4 REIRS
Performan Performan Performan Performan Performan
Throughput ce Throughput ce Throughput ce Throughput ce Throughput ce
(GB/s) improvem (GB/s) improvem (GB/s) improvem (GB/s) improvem (GB/s) improvem
ent ratio ent ratio ent ratio ent ratio ent ratio
Contiguous SIMD load x 2/
conticuous SIMD store x 1 133.77 1.00 418.62 3.13 301.74 2.26 312.42 2.34 698.88 5.22
B Memory access One CMG evaluated for FX100 and A64FX; one CPU evaluated for the others
PRIMERGY PRIMERGY
K Py RX2530 M1 RX2540 M4 RS
Performa Performa Performa Performa Performa
Throughput imnisve Throughput imnigve Throughput imnﬁgve Throughput imnigve Throughput imnl(igve Throughput
(GBY/s) nﬁ’ent (GB/s) nfent (GB/s) nfent (GB/s) nfent (GB/s) nfent efficiency (%)
ratio ratio ratio ratio ratio
Contiguous SIMD load x 2/ r ———
contiguous SIMD store x 1 34.89 [ 1.00 103.52 | 2.97 43.30 | 1.24 77.20 | 2.21 |y 150.68) 4.32 78.48
I I .
Result without Zfill
The result with zfill was 210 GB/s or so.
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Basic Access Performance (2/2) FUjiTSU

M Access performance (stride access) L1 access

PRIMERGY
K FX100 RX2530 M1 AB4FX
. . Perfor . . Perfor . . Perfor . . Perform )
Floating-point Floating-point Floating-point Floating-point f Operation
operation i':;a?g(\a/ operation ir:qar;(c)\e/ operation iTnaT'g?/ operation imanrcoeve 2#%223” efficiency
performance en?ent performance en?ent performance en’F\)ent performance n'?ent (%) Y (ideal value)
0,
(Gflops) =i (Gflops) . (Gflops) i (Gflops) o (%)
No load/ Jump Wldth 2 0.88 1.00 1.36 1.56 1.87 2.23 1.60 1.82 2.50
indirect SIMD store x 1 '1“6”“’ width 0.82 1.00 1.00 1.23 1.75 2.24 1.41 1.71 2.20
Indirect SIMD load x 2/ Jump Wldth 2 1.22 1.00 1.58 1.31 2.23 1.93 1.96 1.61 3.07
indirect SIMD store x 1 '1“6”“’ width 0.85 1.00 1.24 1.48 2.25 2.79 0.90 1.06 1.40
Indirect SIMD load x 2/ Jump Wldth 2 1.82 1.00 2.41 1.34 2.27 1.32 4.72 2.60 7.38 10.00
contiguous SIMD store x 1 '1“6”“’ width 0.91 1.00 2.25 2.49 2.01 2.32 3.05 3.34 4.76 5.56
PRIMERGY PRIMERGY
K PAIEY RX2530 M1 RX2540 M4 ABAFX
Floating- Perfor Floating- Perfor Floating- Perform Floating- Perfor Floating- Perform | Operati Operation
point mance point mance point ance point mance point ance on etPficienc
operation improv operation improv operation improve | operation improv operation improve | efficienc (ideal vaIl}Ie)
performance | ement | performance | ement | performance | ment | performance | ement | performance | ment y (%)
(Gflops) ratio (Gflops) ratio (Gflops) ratio (Gflops) ratio (Gflops) ratio (%) °
Fixed value 0.98 1.00 1.82 1.88 1.82 1.95 0.15 0.16 1.56 1.59 2.44
_NoAIoad/ Contiguous 0.82 1.00 1.58 1.94 1.79 2.30 0.16 0.21 1.53 1.86 2.39
indirect SIMD store x 1 3 T
llémp Wi 0.75 1.00 0.91 1.23 1.80 2.53 0.39 0.54 1.22 1.63 | 1.90
Fixed value 1.47 1.00 2.29 1.57 1.51 1.08 0.29 0.21 2.06 1.40 3.22
Indirect SIMD load X 2/|contiguous 1.05 1.00 1.84 1.78 1.48 1.49 0.34 0.34 2.01 1.92 3.14
indirect SIMD store x 1 3 Tt
1”6mp Wi 0.55 1.00 1.13 2.08 1.50 2.88 0.64 1.23 0.90 165 | 1.41
Fixed value 1.45 1.00 2.19 1.52 1.74 1.26 1.99 1.44 4.12 2.84 6.44 10.00
Indirect SIMD load X 2/|contiguous 1.12 1.00 2.18 1.97 1.75 1.64 1.95 1.83 4.12 367 | 6.44 10.00
contiguous SIMD store x 1 3 ath
1“6mp Wi 0.98 1.00 1.72 1.77 1.38 1.47 1.59 1.70 2.73 277 | 4.26 5.56
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Throughput Performance

B Measurement Conditions

Calculating Measurement Results for Comparison With Other
CPUs

L1 Cache Access

L2 Cache Access

Memory Access: Without Zfill
Memory Access: Access Across CMGs
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Measurement Conditions FUjITSU

B Measurement conditions ——
Verification code
Pattern

Measurement pattern

Cores to be measured

Compilation option

Type

Access range

Number of outer loop
iterations (iter)

Three patterns '$omp parallel

- L1 cache access throughput measurement | Do j =1, iter

- L2 cache access throughput measurement '$omp dg

- Memory access throughput measurement Do o 1, n :
y(i)=x1(i) + c0 * x2(i)

- L1 cache access throughput measurement End Do _

-> 1 core execution (CMGO computing core) I$omp end do nowait

- L2 cache/memory access throughput measurement End Do

-> 12 core execution (CMGO) I$omp end parallel

-Kfast

* The prefetch and Zfill options are described in the document as

necessary.

Double precision real type

-- bss is used.

-- n (number of innermost loop iterations and array size) is as

follows.

- L1 = 3/4 of the L1 cache size (2048 for the A64FX )

- L2 = 1/2 of the L2 cache size (174720 for the A64FX )

- Memory = 3 times the L2 cache size (1048512 for the A64FX )
* Each array is 256 byte aligned.

- L1 = 1000000 Specifications (throughput)
- L2 = 10000 - L1 access: Read: 256 GB/s,
Memory = 3000 Write: 128 GB/s

- L2 access: 1024 GB/s
- Memory access: 256 GB/s (1 CMG)
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Calculating Measurement Results for Comparison With Other

CPUs

(e®)
FUJITSU

B Calculating measurement results for comparison with other CPUs

Measurement results

Floating-point operation

Number of floating-point operations + elapsed time + 10°

improvement ratio
(when the performance
of the Kis 1)

performance The number of floating-point operations for PRIMERGY (Haswell, Skylake)
(Gflops) is the same as that for the FX100.
Integer operation Number of integer operations + elapsed time + 10°
performance The number of integer operations is the same as the number of floating-
(GOPS) point operations.
Throudhput Data transfer volume =+ elapsed time =+ 102
(GB/s)g P As with the STREAM benchmark, the data transfer volume does not include
that of the data read from those cache lines to which data is written.
Operation performance:
Floating-point operation performance =+ floating-point operation
Performance performance of the K

Integer operation performance + integer operation performance of the K
Data access performance (throughput):

Throughput + throughput of the K
The operation performance was calculated, with the CPU operating

frequency changed to the same frequency as the K.
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L1 Cache Access FUJITSU

B Ratio when the performance of the K is 1; throughput

® Triad contiguous access evaluated The specified values
of the L1 cache
Scatter ST ST Gather LD LD Expression throughput are:
: . Read: 256 GB/s,
a‘l;zzgsconUguous 0 1 0 2 y(i) = x1(i) + scalar * x2(i) Write: 128 GB/s

Doubl ision L1 fi Th h
Double precision L1 access performance Ratio ouble precision L1 access performance Throughput

. GB/sec
when the performance of the Kis 1 (GB/sec)
6.0 200
178.13
5.25 180
5.0 160
140.28
4.13 140
4.0
120
3.0 100
Although alignment is
80 achieved, it does not
result in aligned access
2.0 an(l:l3 fu(;l rl;gerfordmance fails
. 60 to be delivered.
40
1.0
20 -
0.0 - o -
Triad Triad
mK = FX100 AB4FX M Haswell m skylake mK ®mFX100 AG4FX  m Haswell  mskylake
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L2 Cache Access (1/3)

o)
FUJITSU

B Ratio when the performance of the K'is 1; L2 throughput (per CMG)

® Triad contiguous access evaluated

Scatter ST ST Gather LD LD

The specified values
of the L2 cache
throughput are:

Expression

Triad contiguous
access

y(i) = x1(i) + scalar * x2(i) 1024 GB/s

Double precision L2 access performance Ratio
when the performance of the Kis 1

6.0 1000
| 5.46
Optimal value 900
obtained from
software prefetch 80(

(-Kprefetch_line=4)

70(
4.0

600
3.0 500

400
2.0

300

200
1.0 -

100
0.0 -+ 0

Triad
mK m FX100 ABGAFX m Haswell L3 M skylake L3

Double precision L2/L3 access performance Throughput
(GB/sec)

910.95

Triad(read2,writel)
The ideal value of this
case is 768 GB/s.

730.63

Triad

EK WFX100 ®AG64FX mHaswelll3 mskylakel3  mskylake L2
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L2 Cache Access (2/3) FUjiTSU

B Number of executed threads and throughput

Using CMGO, 1 to 12
threads were executed.

Throughput (GB/sec) Throughput/number of cores (GB/sec)
800.0 80.0
730.6 203
5 69.5 69.8 69.6
200.0 669.1688'6 20.0 69.3 69.0 68.7 68.4 66.7 66.9
600.0 62.6 60.9
600.0 546.9 60.0
500.0 481.2 50.0
414.2
400.0 3465 40.0
300.0 278 30.0
209.4
200.0
139.0 200
100.0 70'3 10.0
0.0 0.0

Almost all the performance of the CMG can be delivered through 10
threads (10 core) execution.
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L2 Cache Access (3/3)

o)
FUJITSU

M Difference in throughput due to the executed core

80.0

70.0

'--~

60.0
50.0
40.0
30.0
20.0
10.0

Using cores 1 to 12

of CMGO, a thread 0.0

was executed per

core.

Throughput (GB/sec)

703 702 702 702  gg95 702 702 702 97 702 702 699

corel core2 core3 cored core5 coreb core7 core8 core9 corel0 corell corel2

No significant difference in throughput due to the executed core was

observed.
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Memory Access: Without zfill (1/3) FUJITSU

B Ratio when the performance of the K is 1; memory throughput

* The value shown here (memory

(per CMG) throughput) does not include that of
®m Triad contiguous access evaluated the data read from those cache lines
to which data is written.
Scatter ST ST Gather LD LD Expression (Same as the STREAM benchmark)
Triad
contiguous 0 1 2 y(i) = x1(i) + scalar * x2(i)
access
Double precision memory access performance Double precision memory access performance
Ratio when the performance of the K is 1 Throughput (GB/sec)
5.0 160 151.26
4.5 434 Parameter tuning
140 L e
will improve
Hardware prefetch performance a little
L1 prefetch: 8 lines ahead 120 —| more. See the data
L2 prefetch: 40 lines ahead provided later.
100
3.0
25 80 / 77.20
20 60
1.5
40
1.0 -
20 -
05 -
0.0 - 0
Triad Triad
" K = FX100 AGAFEX = Haswell m skylake m K M FX100 AB4FX M Haswell W skylake
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Memory Access: Without zfill (2/3)

B Number of executed cores and throughput

(hardware prefetch)

Throughput (GB/sec)

160.0
117.6
1200
100.0
80.0
60.8
60.0
40.0

200

0.0

1471 15 1482 1506 1287 1510 1498 1508 1510 1512

Using CMGO, 1 to 12
threads were
executed.

70.0
60.0

50.0

30.0
20.0
10.0

0.0
10 11 12

(e®)
FUJITSU

* The value shown here (memory
throughput) does not include that of
the data read from those cache lines
to which data is written.

(Same as the STREAM benchmark)

Throughput/number of cores (GB/sec)

60.8
58.8

49.0

36.4

29.6

25.1

21.2
18.9

16.6
15.1
13.7 176

Almost all the performance of the CMG can be delivered through 3
threads (3 core) execution.
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Memory Access: Without zfill (3/3) FUjiTSU

m Difference in throughput due to the Ehroughput) does not mcluc that of the
data read from those cache lines to
executed core TR G (3 i,

(Same as the STREAM benchmark)

(hardware prefetch)
Throughput (GB/sec)

Icc RT  PCI-Express Gen3 70.0
60.8 609 608 608 608 608 608 608 607 607 608 608
60.0

50.0

40.0

30.0

’--R

T | S 20.0
PRV VSRS N——— eI L2 cache

Assistant core

10.0

Using cores 1 to 12 of 0.0
CMGO, a thread was Core 1 Core2 Core3 Core4 Core5 Core6 Core7 Core8 Core9 Core 10 Core 11 Core 12
executed per core.

No significant difference in throughput due to the executed core was
observed.
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[Reference] Performance Improvement by zfill FUJITSU

B Performance of software prefetch and PA values
Zfill -
Execution time . Hardware Software
-Kzfill=18 prefetch prefetch
breakdown -Kprefetch_sequential=soft + Zfill
0.5 —Kprefetch_l!ne=9 Aggregation thread number 0 0
05 — prEtiEten e, L2570
- Execution time [s] 0.474 0.359
04 — Total number of effective
~ AW etructions 2.16E+09 2.52E+09
9 0% /] 4‘
E g3 GFLOPS 13.27 17.54
IS 025 Memory throughput [GB/s] 222.5 210.8
g L1 busy rate/thread 52.9% 55.09%
x 02 — —
w L2 busy rate 85.1% 94.39%
0.15 Memory busy rate 21.7% 20.58%
0.1 Floating-point pipeline busy FLA:4.90% FLA:7.14%
005 — | L rate/thread FLB:2.80% FLB:3.01%
0 L1 miss count/thread 2.46E+07 2.46E+07
Software prefetch L1 miss demand 9.40% 0.08%
Hardware prefetch +ZFILL rate/thread
Triad (double precision real number) L2 miss count/thread 2.62E+07 1.64E+07
L2 miss demand 12.21% 0.31%
g Memory/ca_lche O Operation wait B Instruction decode rate/thread
access wait Wit
B One instruction H Two or three @ Four instructions * The evaluation was conducted with the access size (number of innermost
commit instructions commit loop iterations, array size) increased to 240 MB (by 10 times).
commit

Performing zfill properly improves the performance up to 210.8 GB/s.
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Memory Access: Access Across CMGs FUJiTSU

B Memory access across CMGs

12 threads executed (1 CMG) Zfill-tuned program used
numactl -m4
Access to the CMGO memory Throughput (GB/sec)
250.0
Almost same
210.8 value as the
200.0 specified value

of the ring bus

150.0

Memory CMG2 CMG3 Memory

118.5 120.8 120.9
115GBIs —> I*~— CMG Interconnect Bus
100.0
€— Shared RING Bus
e _!_ CMG1 Memory 50.0
: interrupt : OO
contro CMGO CMG1 CMG2 CMG3

While the performance almost the same as the specified value is achieved, the
transfer rate for memory access across CMGs is about half as high.
Care needs to be exercised when performing parallel processing (OpenMP or MPI).
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Performance Values by Data Type

B Contiguous Access
B Gather Load / Scatter Store Access
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o)
FUJITSU

Contiguous Access

B Evaluation Conditions
B Fvaluation Results: L1 Cache Throughput
B Fvaluation Results: L2 Cache Throughput

B Fvaluation Results: Memory Throughput
(With/Without Zzfill)
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Contiguous Access Evaluation Conditions  rujirsu

B Throughput evaluation conditions

® Evaluated access areas
L1 cache, L2 cache, memory (with/without zfill) = fafreson e nmbers nere evaluated
the 2-byte integer pattern.
W Type patterns

» Real type: Double precision real number, single precision real number, half
precision real number (FP16)

» Integer type: 8-byte integer, 4-byte integer, 2-byte integer, 1-byte integer

® Data access pattern Evaluation code
» Contiguous SIMD load 2 + contiguous SIMD dok =1, iter
store 1 doi=1,n
: . . i) = ' * '
® The evaluation code is shown at the right. ené’ég X1(1) + ¢ =X
enddo
® For other details, see below.
Evaluated access NUISER Ef
areas executed n (array size/innermost loop) iter (outer loop)
cores
L1 cache 1 1/2 of the L1 cache size 1000000
L2 cache 12 1/2 of the L2 cache size 10000
Memory 12 30 times the L2 cache size 300
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Contiguous Access Evaluation Results:

L1 throughput (GB/s)

L1 Cache Throughput FUﬁTSU

The specified values of the L1 cache throughput are:
Read1: 256 GB/s,
Writel: 128 GB/s,
Read2, Writel: 192 GB/s

Operation efficiency (%)

180 169.7 169.7 25%
158.5 1585 158.5 1585  158.5 22.1% 22.1%
160 20.6%  20.6% 20.6%  20.6%  20.6%
140 20%
120
100 15%
80
10%
60 The 8-byte type shows
40 particularly high performance. 5%
. l l l
0 0%
X X X X AN X X X X
& $ & & & 3 & § § &
\,\\o \{\o Q}% Q-/\o& ?;\&e Q;\é‘e' z-é@ \(\o& \,\\o& Q}@z & & e\&e Q;\é&
? P S N N XN 3 p ? e N\ N & &
.\oo& ,\oo‘e \o“@ & »° ~° N ,\oo& ,\oc‘z \&"(\ &° »° 2° N
& & (\&7’ & & (\&%
e R &° 2 et °
0‘& .(\‘?) @(’\ 56 ~(\°> @O
P < «R N < «Q * The theoretical operation performance of the
* L floating-point operation was used to calculate the
operation efficiency of the integer operation.
Throughput GFLOPS Operation
Type gnp P . L1 busy rate
(GB/s) /GOPS performance ratio
Double precision real number 169.7 14.1 0.54 96.7%
Single precision real number 158.5 26.4 1.00 96.2%
Half precision real number (FP16) 158.5 52.8 2.00 97.4%
8-byte integer 169.7 14.1 0.54 96.7%
4-byte integer 158.5 26.4 1.00 97.4%
2-byte integer 158.5 52.8 2.00 97.4%
1-byte integer 158.5 105.7 4.00 97.4%
170 DO NOT REDISTRIBUTE NOR DISCLOSE TO PUBLIC. Copyright 2021 FUJITSU LIMITED




Contiguous Access Evaluation Results: L2 Cache Throughput

-Kprefetch_sequential=soft

-Kprefetch_cache_level=1
-Kprefetch_line=4

L2 throughput (GB/s)

o)
FUJITSU

The specified values of the L2 cache throughput are:

Readl: 1024 GB/s,
Writel: 512 GB/s,
Read2, Writel: 768 GB/s

Operation efficiency (%)

800 9.0%
731.7 7343 7250 736.8 7313
, 7.9% 7.9% 7.8% 7.9% 7.8%
— 687.0 686.4 8.0% 7-49% 4%
600 7.0%
6.0%
500
5.0%
400
4.0%
300 3.0%
200 2.0%
100 1.0%
0 0.0%
Double Single Half 8-byte 4-byte 2-byte 1-byte Double Single Half 8-byte 4-byte 2-byte 1-byte
precision precision precision integer integer integer integer precision precision precision integer integer integer integer
real real real real real real
number  number  number number  number  number  x The theoretical operation performance of
(FP16) (FP16) the floating-point operation was used to
calculate the operation efficiency of the
integer operation.
Throughput GFLOPS .
Type L2 busy rate L1D miss count
P (GB/s) /GOPS Y
Double precision real number 731.7 60.3 96.5% 1.66E+08
Single precision real number 734.3 120.9 97.0% 1.66E+08
Half precision real number (FP16) 687.0 226.7 90.5% 1.65E+08
8-byte integer 725.0 59.6 96.5% 1.66E+08
4-byte integer 736.8 121.2 96.9% 1.66E+08
2-byte integer 686.4 226.5 90.5% 1.65E+08
1-byte integer 731.3 482.2 96.5% 1.66E+08
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Contiguous Access Evaluation Results: Memory Throughput

(e®)
(With zfill) A
-Kzfill=18
-Kprefetch_sequential=soft
-Kprefetch_line=9

Memory throughput (GB/s) R A Operation efficiency (%)

250

2.5%
2.3% 2.3% 2.3% 2.3%
208.5 209.1 208.2 208.4
1.7% 1.7% 1.7%
159.6 158.8 159.0
150 1.5%
100 1.0%
50 0.5%
0 0.0%
Double Single Half 8-byte 4-byte 2-byte 1-byte Double Single Half 8-byte 4-byte 2-byte 1-byte
precision precision precision integer integer integer integer precision  precision precision integer integer integer integer
real real real real real real N . )
number  number  number number number number The theOI_‘etlcaI _operatlon_performance
of the floating-point operation was used
(FP16) (FP16) to calculate the operation efficiency of
the integer operation.
Tvpe Throughput GFLOPS L2 Memory L1D L2
P (GB/s) /GOPS busy rate busy rate miss count miss count
Double precision real number 208.5 17.4 93.7% 81.7% 2.95E+08 1.97E+08
Single precision real number 209.1 34.8 93.2% 81.9% 2.95E+08 1.98E+08
Half precision real number (FP16) 159.6 53.2 84.8% 83.3% 2.95E+08 2.96E+08
8-byte integer 208.2 17.3 93.7% 81.6% 2.95E+08 1.98E+08
4-byte integer 208.4 34.7 93.2% 81.7% 2.95E+08 1.97E4+08
2-byte integer 158.8 52.9 84.8% 83.0% 2.95E+08 2.96E+08
1-byte integer 159.0 106.0 84.8% 83.0% 2.95E+08 2.96E+08
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Contiguous Access Evaluation Results: Memory Throughput

(Without zfill)

Memory throughput (GB/s)

o)
FUJITSU

-Kprefetch_sequential=soft
-Kprefetch_line=9

-Kprefetch_line_L2=70

Operation efficiency (%)

180 2.0%
- 159.9 159.8 159.6 159.9 159.9 159.8 160.0 > 17% 17% 17% 17% 17% 17% 17%
140 1.6%
120 1.4%
1.2%
100
1.0%
80
0.8%
60
0.6%
40
0.4%
20 0.2%
0 0.0%
Double Single Half 8-byte 4-byte 2-byte 1-byte Double Single Half 8-byte 4-byte 2-byte 1-byte
precision precision precision integer integer integer integer precision precision precision  integer integer integer integer
real real real real real real
b b b
ramber nameer n(ir:me;r store was counted as one access. number - number ”(‘ég‘lbee)r _ _
If it is counted as two accesses, the * The theoretical operation performance
of the floating-point operation was used
throughput becomes about 213 GB/s. to calculate the operation efficiency of
the integer operation.
Tvpe Throughput GFLOPS L2 Memory L1D L2
ypP (GB/s) /GOPS busy rate busy rate miss count | miss count
Double precision real number 159.9 13.3 84.4% 83.5% 2.95E+08 2.96E+08
Single precision real number 159.8 26.6 84.6% 83.5% 2.95E+08 2.96E+08
Half precision real number (FP16) 159.6 53.2 84.7% 83.4% 2.95E+08 2.96E+08
8-byte integer 159.9 13.3 84.5% 83.5% 2.95E+08 2.96E+08
4-byte integer 159.9 26.7 84.5% 83.5% 2.95E+08 2.96E+08
2-byte integer 159.8 53.3 84.4% 83.5% 2.95E+08 2.96E+08
1-byte integer 160.0 106.6 84.6% 83.5% 2.95E+08 2.96E+08
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FUJITSU

Gather Load / Scatter Store Access

B JSA of Gather Load / Scatter Store

B Evaluation Conditions

B Fvaluation Results: L1 Cache Throughput
B Fvaluation Results: L2 Cache Throughput

B Fvaluation Results: Memory Throughput
(With/Without Zzfill)
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|ISA of Gather Load / Scatter Store FUjITSU

B 4-byte integer type and 8-byte integer type
The instructions were excluded from the evaluation because they were the same as
those for real numbers (single precision and double precision).

W 4-byte integer, single precision real number (example: Gather load instruction)

[ ldiw {zl1.s}, p0/z, [x11, zO0.s, sxtw] ]

W 8-byte integer, double precision real number (example: Gather load instruction)

| ldld {z1.d}, pLiz, [x11, z0.d] ]

B 1-byte integer, 2-byte integer, half precision real number (FP16)
SIMD conversion using all of the 512 bytes (1 byte = 64 SIMD/2 bytes = 32 SIMD)
cannot be performed due to the instruction specifications of 1-byte integers, 2-byte

integers, and half precision real numbers.
Currently, up to 8 SIMD conversion is supported (16 SIMD to be supported in the

future).

[Idlsh {z1.d}, p1/z, [x11, z0.d] ]

The index is specified.
This specification cannot
implement 32 SIMD or 64 SIMD.
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Gather Load / Scatter Store Access Evaluation Conditions Fujitsu

B Throughput evaluation conditions _
®m Evaluated access areas Evaluation code example 1

L1 cache, L2 cache, memory (with/without zfill)

dok =1, iter
W Type patterns doi=1,n
» Real type: Double precision real number, single precision real y(i) = x1(i) + ¢ * x2(i)
number enddo
enddo

W Data access pattern

» Contiguous SIMD load 2 + contiguous SIMD store 1 Evaluation code exambple 2

» Gather load 2 + contiguous SIMD store 1

» Contiguous SIMD load 2 + Scatter store 1 dok =1, iter
o Gather load 2 + Scatter store 1 doi=1,n
. : : 7 i * i
® The evaluation code is shown at the right. y(1,i) = x1(1,i) + ¢ * x2(1,i)
(Evaluation code 2 is Gather load + Scatter store.) sgddo
enddo

®m For other details, see below.

Evaluated access Number of T :
areas executed n (array size/innermost loop) iter (outer loop)
cores
L1 cache 1 1/2 of the L1 cache size 1000000
L2 cache 12 1/2 of the L2 cache size 10000
Memory 12 30 times the L2 cache size 300
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Evaluation Results: L1 Cache Throughput FUJITSU

L1 throughput (GB/s) Operation efficiency (%)

169.7 259
o0 155.8 2w

160 20.3%
140 20%

120
100

80 10%
60 >18 6.7%

40 29.2
20

15%

4.9%
235 5% 3.1% 3.8%

17.2 2.2%

-
[
X

o
w
~
~
=
S
N

0%

22 2 3§ 58 28 <2 38 88 28 <2 38 &8 23 .8 gz 8¢

a® £2 28 838 2® £® 2§ 58 a® £ 2§ 88 2D £ 28 58

£z 8% 57 °F £T 8% 57 °F E5 8§ &7 °% s5 8§ 57 UF

© 7 ¥ © 3 ¥ o3 ¥ © 3 ¥
Double precision real number Single precision real number Double precision real number Single precision real number
Throughput GFLOPS Operation L1

ipe Horre] / SEes (GB%S;D /GOPS perfor?nance ratio| busy rate
Contiguous load x 2 + contiguous store x 1 169.7 14.1 1.00 96.7%
Double precision Gather load x 2 + contiguous store X 1 51.8 4.3 0.31 74.4%
real number Contiguous load x 2 + Scatter store x 1 37.7 3.1 0.22 59.3%
Gather load x 2 + Scatter store x 1 23.5 2.0 0.14 55.0%
Contiguous load x 2 + contiguous store x 1 155.8 26.0 1.00 96.2%
Single precision Gather load X 2 + contiguous store X 1 29.2 4.9 0.19 73.9%
real number Contiguous load x 2 + Scatter store x 1 17.2 2.9 0.11 46.0%
Gather load x 2 + Scatter store x 1 11.2 1.9 0.07 49.8%

In cases including Gather / Scatter, there is no L1 throughput bottleneck.
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Evaluation Results: L2 Cache Throughput FUJITSU

Hardware prefetch

L2 throughput (GB/s) L1 = 4 lines ahead Operation efficiency (%)
7.5% 7.5%

800 2509 701.6 8.0% ’ ’
700 7.0%
600 501.1 6.0% 5.4%
500 106.9 5.0% 4.4%

9 3.5%
400 — 322.0 4.0% % 2
300 203.0 3.0% 2.2%

200
100

133.6 2.0% 1.4%
1.0%
0.0%

o

35 .5 Bp 3 35 .5 Bp 3 35 .5 8% 3§ 3S .5 8% 3%
wa 8a 8o 2 wa 8o 8@n 2 we 8o 8B 27 wa 8o 8@ 27
33 T3 S& 2= 33 3 Sg 2= 33 -2 Sg& 2= 33 =5 3& g£=2
2e L@ 2% BT 22 L@ 2% B 2 £33 bR BS P ® L@ 2% KBS
= =] 3 0 wn = =] 3 0 wn 5 B = c 3 0w 5 B =] F= 0 wn
S5 95 §+ * Ss ©g§ 8+ + S5 ©§ g8+ + S5 Vs 8+ +
© 3 ¥ © 3 ¥ o3 b o3 ¥
Double precision real number Single precision real number Double precision real number Single precision real number
Throughput GFLOPS L2 L1D

REs LRl j Sle (GB/s) /GOPS busy rate miss count

Contiguous load x 2 + contiguous store x 1 700.9 57.9 97.6% 1.65E+08

Double precision Gather load X 2 + contiguous store X 1 501.1 41.5 71.6% 1.65E+08

real number Contiguous load x 2 + Scatter store x 1 406.9 33.7 59.0% 1.65E+08

Gather load x 2 + Scatter store x 1 279.1 23.1 40.4% 1.65E+08

Contiguous load x 2 + contiguous store x 1 701.6 115.9 97.6% 1.65E+08

Single precision Gather load X 2 + contiguous store X 1 322.0 53.3 45.7% 1.65E+08

real number Contiguous load x 2 + Scatter store x 1 203.0 33.6 29.2% 1.65E+08

Gather load x 2 + Scatter store x 1 133.6 22.1 20.4% 1.65E+08

In cases including Gather / Scatter, there is no L2 throughput bottleneck.
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Evaluation Results: Memory Throughput (With zfill)  Fufitsu

-Kzfill=18
Memory throughput (GB/s s hardwa_re prefetch Operation efficiency (%
y ghput ( ) L1 = 4 lines ahead P y (%)
250 L2 = 20 lines ahead 23%  2.3% 23%  2.3%
211.0 2113 2111 2113

200 2.0% 1.7%  1.7% 1.7%

159.8 159.8 159.7
150 I I 313 1.5% 1.3%

100 ) . _ . 1.0%
Zfill (dc instruction) is generated

for contiguous store. It is not

50 generated for Scatter store. 0.5%
' B N
Double precision real number Single precision real number Double precision real number Single precision real number
Throughput | GFLOPS L2 Memory L1D L2
Type S (GB/s) /GOPS [ busy rate | busy rate | miss count | miss count
Double | _Contiguous load X 2 + contiguous store x 1 211.0 17.6 94.1% 99.9% 2.95E+08 | 2.60E+08
precision | _Gather load X 2 + contiguous store x 1 211.3 17.6 | 94.4% 95.6% 2.95E+08 | 2.43E+08
Real Contiguous load x 2 + Scatter store X 1 159.8 13.3 85.1% 87.0% 2.95E+08 | 3.12E+08
number Gather load x 2 + Scatter store x 1 159.8 13.3 84.5% 86.8% 2.95E+08 | 3.12E+08
Single |Contiguous load x 2 + contiguous store x 1| 211.1 35.2 93.9% 99.8% 2.95E+08 | 2.59E+08
precision | Gather load x 2 + contiguous store X 1 211.3 35.2 94.0% 92.4% 2.95E+08 | 2.32E+08
Real Contiguous load x 2 + Scatter store X 1 159.7 26.6 84.8% 86.0% 2.95E+08 | 3.08E+08
number Gather load x 2 + Scatter store x 1 121.2 20.2 48.4% 63.3% 2.95E+08 | 2.96E+08

Double precision real numbers create a memory throughput bottleneck.
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Evaluation Results: Memory Throughput .
(Without zfill) FUJITSU

Hardware prefetch

Memory throughput (GB/s) L1 = 4 lines ahead Operation efficiency (%)
180 L2 = 20 lines ahead
Lo 159.9 159.8 159.1  158.6 159.8  158.1  158.2 1 8% 1.7% 1.7% 1.7% 1.7% 1.7%  1.7% 1.7%
140 1.6%
121.2 . 1.3%
190 1.4%
1.2%
100
1.0%
80 0.8%
60 0.6%
40 0.4%
20 0.2%
0 0.0%
88 oo 55 B B -2 55 %s 85 % B5 3¢ B8 % B85 B
ey 8¢ g2 22 e 8¢ 352 2% wy 884 32 2% wy 84 372 2o
23 53 38 28 23 53 38 22 833 3 3Sg 2:£ 83 3 3Sg 2:f
g 85 &% - g8 85 s+ ¢ §g ®g &+ 7 gg °8 8+ 7
+ + + + + + + +
Double precision real number Single precision real number Double precision real number Single precision real number
Throughput | GFLOPS L2 Memory L1D L2
e Lomsl /Sl (GB/s) /GOPS | busy rate | busy rate | miss count | miss count
Double | Contiguous load x 2 + contiguous store x 1 159.9 13.3 86.0% 95.8% | 2.95E+08 | 3.54E+08
precision| _Gather load X 2 + contiguous store x 1 159.8 13.3 85.2% 87.4% 2.95E+08 | 3.15E+08
Real Contiguous load x 2 + Scatter store x 1 159.1 13.3 85.3% 86.5% 2.95E+08 | 3.12E+08
number Gather load x 2 + Scatter store x 1 158.6 13.2 84.5% 86.1% 2.95E+08 | 3.12E+08
Single | Contiguous load x 2 + contiguous store x 1 159.8 26.6 85.9% 95.7% | 2.95E+08 | 3.54E+08
precision| _Gather load X 2 + contiguous store x 1 158.1 26.4 84.6% 85.7% 2.95E+08 | 3.11E+08
Real Contiguous load x 2 + Scatter store x 1 158.2 26.4 84.5% 85.1% 2.95E+08 | 3.08E+08
number Gather load x 2 + Scatter store x 1 121.2 20.2 48.4% 63.2% 2.95E+08 | 2.96E+08

Double precision real numbers create a memory throughput bottleneck in all access patterns.
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FUJITSU

Performance Impact by Alignment

Measurement Conditions

Measurement Results:

Contiguous SIMD Load

Measurement Results:

Contiguous SIMD Store

Measurement Results:

Gather Load

Measurement Results:

Scatter Store

Measurement Results:

Structure Load (LD?2 Instruction)

Measurement Results:

Structure Store (ST2 Instruction)
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Measurement Conditions FUJITSU

B Evaluation overview
Impact by alignment changes is evaluated using the following data access
operations.

m Contiguous SIMD load
®m Contiguous SIMD store

B Evaluation conditions

The performance is evaluated by accessing a 256-byte aligned array from bytes
0 to 63.

The evaluation data types are as follows.

8-byte type (double precision real number/8-byte integer), 4-byte type (single
precision real number/4-byte integer), 2-byte type (half precision real number
(FP16)/2-byte integer), 1-byte type (1-byte integer)

The evaluation code will be described later together with the evaluation results.

The innermost loop (n) is evaluated using the array size and the number of
iterations for accessing 1/2 of the L1 cache size. The outer loop (iter) is
evaluated using 1000000.

The evaluation is performed through 1 core execution (sequential execution).

When the Multiple Structures instruction is evaluated, SWPL and loop unrolling
are suppressed (out-of-order scheduling only).
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Measurement Results: Contiguous SIMD Load (1/2) FUJITSU

B 8-byte type (double precision real number/8-byte integer)
Contiguous SIMD load (8-byte type, execution .
time ratio) Evaluation code

120 dok =1, iter

100 1.05 1.05 1.05 1.05 1.05 1.05 1.05 _

1.0 ' doi=1,n

0.8 Y(I) = Xl(l)

' enddo \

0.6 enddo

0.4 = Delete the store
instruction from

0.2 the assembly code.

0.00

Obytes 8bytes 16 bytes 24 bytes 32 bytes 40bytes 48 bytes 56 bytes

B 4-byte type (single precision real number/4-byte integer)
Contiguous SIMD load (4-byte type, execution time ratio)

1.00 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05 1.05

Obytes 4bytes 8bytes 12bytes 16 bytes 20bytes 24 bytes 28 bytes 32 bytes 36 bytes 40 bytes 44 bytes 48 bytes 52 bytes 56 bytes 60 bytes

o

o

o

o

o

1.20

1.0

o

0.8

o

0.6

o

0.4

o

0.2

o

0.0

o
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Measurement Results: Contiguous SIMD Load (2/2) FuffTsu

B 2-byte type (half precision real number (FP16)/2-byte integer)

Contiguous SIMD load (2-byte type, execution time ratio)

1.20 1. 11 1 ll 1 11 1 11 l 11 l 11 1 11 1 11 1 ll 1 11 1 11 l 11 1 11 1 11 1 ll 1 11
1.00
1.00
0.80
0.60
0.40
0.20
0.00
‘@c’ & & ‘@c’ &

Q/ Q/ Q/
N N * A N & A «\ N A « A ~\ A N N * A ~\
AS ‘0 0 S 0 AS ‘0 0 S 0 AS AY 0 AS) 0 AS AY 0 ‘0 0 0 A 0 ‘0
'»0 AYoAXT AT AD 09 A SR 2NN N SN R S 2

B 1-byte type (1-byte integer)
Contiguous SIMD load (1-byte type, execution time ratio)

1.20 oo 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11 1.06 1.11
1.00
0.80
0.60
0.40

0.20

0.00

0 Xx@° x@° x@° (@° «@° &0 «&° «&°
Qvo* m“ﬁ& MNP %‘04\ Qv* o ,\/m“’@\p"* '\/%‘0* '19\0* 0
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Measurement Results: Contiguous SIMD Store (1/2) FuﬁTsu

B 8-byte type (double precision real number/8-byte integer)

Contiguous SIMD store (8-byte type, execution

time ratio) Evaluation code

120 dok =1, iter
doi=1,n

1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1.00
0.8 Y(I) = Xl(l)

enddo /\

06 enddo
04 T Delete the load
' instruction from
0.2 the assembly code.
0.00

Obytes 8bytes 16 bytes 24 bytes 32 bytes 40bytes 48 bytes 56 bytes

B 4-byte type (single precision real number/4-byte integer)

Contiguous SIMD store (4-byte type, execution time ratio)

o

o

o

o

o

o

1.20 1.10
1.0
0.8
0.6

1.10 1.10 1.10 1.10 1.10 1.10 1.10
1.00 | 1.01 | 1.01 | 1.01 | 1.01 | 1.01 | 1.01 | 1.01 |
0.00 | | | I I I I |

0.4
0.2
Obytes 4bytes 8bytes 12bytes 16 bytes 20bytes 24 bytes 28 bytes 32 bytes 36 bytes 40 bytes 44 bytes 48 bytes 52 bytes 56 bytes 60 bytes

o

o

o
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Measurement Results: Contiguous SIMD Store (2/2) FuffTsu

B 2-byte type (half precision real number)

Contiguous SIMD store (2-byte type, execution time ratio)

1.20 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10

1.00 1.01 1.01 1.01 1.00 1.01 1.01
1.0
0.8
0.6
0.4
0.2
0.0

Q, Q,
) ~\ A ~\ « ~\ ~\ « A ~\ L * ~\ N * ~\ A ~\
‘0 0 Y ‘0 0 A ‘0 0 0 0 A 0 S ) 0 AS A \J S ‘0 AS) 0 ‘0
© ’V “ Q’ ‘*’ «9 N \,“‘ «‘,° \‘,b DAY f»“ Ao AP 09 L T L RN N SR R o A <§° ® & &

B 1-byte type (1-byte integer)

Contiguous SIMD store (1-byte type, execution time ratio)

o

o

o

o

o

o

1.20 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10

1.00 1.01 1.01 1.01 1.01 1.01 1.01 1.01
1.00
0.80

0.60

) e (&

20 K@ x@° x@° X@7 (@7 (@7 @7 @7 @7 @7 @7 @7 «@° «@° «@° K@% «@° K@% «@° K@% «&° «&° (& & e°
ot ot o et b“o‘(" 6\0\\& W ot et b(\o*\\' 6\0‘\"' W ot et b‘\oﬂ“ W ot ot et b‘\o\\& 6‘0*& W ot ot u@\ 6\0\\& \Q\(" 0\0\\ ot
» N N S N 1l v vV YV ) % % ) > B % [N I ) 5) 5
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Measurement Results: Gather Load FUJITSU

B 8-byte type (double precision real number/8-byte integer)
Gather load (8-byte type, execution time ratio) Evaluation code

1.20
1.06 1.06 .
1.00 1.00 100 03 100 103 dok =1, iter
1.00 .
doi=1,n
0.80 Partially not aggregated Y( 1 II) = x1 ( il ’ I)
Aggregation rate: enddo R
0.60 87.5% dd
€enaao Delete the store
0.40 = jnstruction from
All entries aggregated the assembly code.
Aggregation rate:
0.20 100%

0.00
Obytes 8bytes 16bytes 24 bytes 32bytes 40bytes 48 bytes 56 bytes

B 4-byte type (single precision real number/4-byte integer)
Gather load (4-byte type, execution time ratio)

1.40 1.27 1.27 1.26 1.26 1.28 1.28
1.19 1.19
1.20
1.00 1.00 1.00 1.00 1.00 1.00
1.00
0.80 Partially not aggregated
Aggregation rate:
0.60
0.40
All entries aggregated
0.20 Aggregation rate:

0.00
Obytes 4bytes 8bytes 12bytes 16 bytes 20bytes 24 bytes 28 bytes 32 bytes 36 bytes 40bytes 44 bytes 48 bytes 52 bytes 56 bytes 60 bytes
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Measurement Results: Scatter Store FUjiTSU

B 8-byte type (double precision real number/8-byte integer)

Scatter store (8-byte type, execution time ratio)

120 Evaluation code

dok =1, iter

o

o

o

o

1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1.00
doi=1,n
0.8 y(1,i) = x1(1,i)
06 enddo
enddo Delete the load
04 e instruction from
the assembly code.
0.2
0.00

Obytes 8bytes 16bytes 24 bytes 32bytes 40bytes 48 bytes 56 bytes
B 4-byte type (single precision real number/4-byte integer)

Scatter store (4-byte type, execution time ratio)

1.20 1.10 1.10 1.10 1.10 1.10 1.10 1.10 1.10
1.00 1.01 1.01 1.01 1.01 1.01 1.01 1.01
1.00
0.80 _
There is the same trend as
0.60 contiguous store.
0.40
0.20
0.00

Obytes 4bytes 8bytes 12bytes 16bytes 20 bytes 24 bytes 28 bytes 32 bytes 36 bytes 40 bytes 44 bytes 48 bytes 52 bytes 56 bytes 60 bytes
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Measurement Results: Structure Load (LD2 Instruction) FUﬁTSU

B Double precision complex number type (16-byte complex)

Structure load (16-byte type, execution time .
ratio) Evaluation code

1.80 .
1.58 1.58 1.58 dok =1, iter
1.60 .
doi=1,n

1.40 prAIEE] & L 2 )
Ly() = <1 % x1(i)
oo Lo enddo
0.80 Alignment affects enddo

' structure load. Delete the fadd and
0.60 store instructions from
0.40 the assembly code,
0.20 using the complex

' number type.
0.00

0 bytes 16 bytes 32 bytes 48 bytes

B Single precision complex number type (8-byte complex)
Structure load (8-byte type, execution time

ratio)

1.80 1.58 1.58 1.58 1.58 1.58 1.58 1.58
1.60

1.40

120 1.00

1.00

0.80

0.60

0.40

0.20

0.00

0 bytes 8 bytes 16 bytes 24 bytes 32 bytes 40 bytes 48 bytes 56 bytes
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Measurement Results: Structure Store (ST2 Instruction) FUﬁTSU

B Double precision complex number type (16-byte complex)

Structure store (16-byte type, execution time .
ratio) Evaluation code

2.00 1.87 1.87 1.87 .
180 do k =1, iter
1.60 doi= r];,_l'_\ ____________
' " ——
y(i)i=_cl * x1(i)
120 1.00 Alignment affects enddo /\
1.00 structure store. enddo
0.80 Delete the fadd and
0.60 load instructions from
0.40 the assembly code,
0.20 using the complex
' number type.
0.00
0 bytes 16 bytes 32 bytes 48 bytes

B Single precision complex number type (8-byte complex)
Structure store (8-byte type, execution time

ratio)
2.50
2.06 2.06 2.06 2.06 2.06 2.06 2.06

2.00
1.50

1.00
1.00
0.50 I
0.00

0 bytes 8 bytes 16 bytes 24 bytes 32 bytes 40 bytes 48 bytes 56 bytes
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o)
FUJITSU

Memory Copy Performance

B Purpose

B Measurement Conditions
B Measurement Results

B Summary
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Purpose FUJITSU

B Purpose

mTo evaluate the memory copy performance using
Fortran code and memcpy (glibc/high-speed version)
and identify use scenes

B About high-speed version memcpy

mIt becomes available when the relevant option is
specified. (-Kfast, A64FX, SVE, optlib_string, nolib)

mHigh-speed version memcpy is used for the MPI as
well.
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Measurement Conditions FUjITSU

B Measurement conditions

B I =

Verification code - Fortran code without cache cleaning ~| Without cache cleaning
- Fortran code with cache cleaning _ The cache is not cleared each time memory copy is
- memcpy (C language) without cache cleaning executed once.
- memcpy (C language) with cache cleaning Depending on the copy size, on cache occurs.

With cache cleaning
The cache is cleared each time memory copy is

’IC\Ithl‘glltz:leSrt%fbe - 1 thread, 12 threads executed once.
measured Memory access Occurs in any copy size.
Compiler - Compiler for the A64FX (March 20, 2019 version)
Compilation - Fortran code : -Kfast * Fortran code with -KZfill is also evaluated.
option - memcpy default : -Kfast
- memcpy high-speed version : -Kfast,A64FX,SVE,optlib_string,nolib
Access range - 1 thread: Copy size 256 bytes to 1,073,741,824 bytes

- 12 threads: Copy size 288 bytes to 1,073,741,856 bytes
* When 12 threads are measured, the copy size per thread is equal to the above copy size divided by 12.

Code to be measured

double y[n], x1[n] <- 1 thread: 32 to 134217728 For IMEMCPRY, evaluate the following.
o Rt | dgfault (glibc) _
Start of timer measurement/ Execute the following High-speed version
memcpy(y, x1, (copy size)); Fortran code. _
e easurement doi=1,n * default (glibc) was measured of the
Cache cleaning er\]’é')d?l(') pre-accelerated version for F64FX.

J
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[Reference]
Memory Copy Performance Measurement Results (1/4)
M 1 thread, without cache cleaning

o)
FUJITSU

Sy o Throughput (GB/sec)
bvtes Fortran code memcpy memcpy high-
(bytes) Bortranicoae with Zfill default speed version
256 5.69 5.39 3.74 4.53
512 11.25 10.14 6.92 8.98
1,024 19.69 17.66 10.34 16.79
2,048 36.57 29.47 15.06 31.75
4,096 63.02 46.55 18.24 54.25
8,192 88.56 38.64 21.33 79.15
16,384 88.80 40.76 22.90 96.95
32,768 79.63 39.27 20.99 76.03
65,536 54.64 44.04 19.51 55.54
131,072 56.17 45.95 19.57 59.82
262,144 57.28 47.08 19.77 62.10
524,288 57.49 47.72 19.85 63.34
1,048,576 57.78 48.02 19.90 64.12
2,097,152 57.87 47.91 19.90 64.44
4,194,304 44.65 41.41 18.52 35.40
8,388,608 49.66 43.83 18.03 35.79
16,777,216 49.71 43.89 18.03 36.01
33,554,432 49.44 43.70 18.00 35.86
67,108,864 45.24 40.59 17.50 33.71
134,217,728 45.29 40.57 17.50 33.76
268,435,456 45.15 40.56 17.48 33.67
536,870,912 44.45 40.49 17.46 33.56
1,073,741,824 44.42 40.50 17.46 33.59
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[Reference]
Memory Copy Performance Measurement Results (2/4)
M 1 thread, with cache cleaning

o)
FUJITSU

C . Throughput (GB/sec)
opy size :
(bytes) Fortran code F_ortran code memcpy memcpy h_|gh-
with Zzfill default speed version
256 2.20 1.36 1.88 2.09
512 4.23 2.43 2.47 3.98
1,024 7.56 4.28 2.81 6.87
2,048 9.92 6.85 3.10 9.66
4,096 16.25 11.74 7.13 16.06
8,192 23.11 19.67 10.79 23.21
16,384 30.01 25.13 10.92 30.62
32,768 39.31 33.13 15.37 39.27
65,536 41.39 36.75 16.22 27.84
131,072 44.36 39.71 17.05 27.84
262,144 45.95 41.46 17.53 27.60
524,288 46.62 42.34 17.77 27.64
1,048,576 47.01 42.84 17.90 27.59
2,097,152 47.24 43.00 17.97 27.62
4,194,304 47.34 43.14 18.00 35.73
8,388,608 47.15 43.00 17.99 35.74
16,777,216 44.64 40.60 17.61 34.00
33,554,432 44.07 39.86 17.49 33.65
67,108,864 44.10 39.87 17.49 33.65
134,217,728 44.14 39.96 17.50 33.72
268,435,456 44.03 39.84 17.48 33.67
536,870,912 43.92 39.46 17.46 33.59
1,073,741,824 43.94 39.73 17.46 33.59
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[Reference]
Memory Copy Performance Measurement Results (3/4)
M 12 threads, without cache cleaning

o)
FUJITSU

: Throughput (GB/sec)
Copy size :
(bytes) Fortran code Eortrap code memcpy memcpy h_|gh—
with Zfill default speed version

288 1.05 1.05 0.77 0.76
576 2.76 2.76 1.57 1.55
1,056 5.82 5.77 2.88 2.87
2,112 11.77 11.42 5.83 5.93
4,128 25.48 25.02 11.20 11.90
8,256 47.86 47.59 22.74 23.76
16,416 88.74 90.45 41.51 41.04
32,832 153.42 160.16 74.70 93.01
65,568 277.83 221.89 120.31 182.64
131,136 467.51 283.54 174.62 315.61
262,176 522.78 298.78 188.62 481.50
524,352 467.34 330.40 200.33 439.71
1,048,608 530.94 362.15 220.41 562.11
2,097,216 570.44 374.27 227.93 601.61
4,194,336 328.48 294.05 189.47 424.89
8,388,672 140.45 206.26 141.31 143.16
16,777,248 140.18 206.39 141.53 143.32
33,554,496 140.23 206.37 141.70 143.61
67,108,896 140.20 206.59 142.16 206.10
134,217,792 140.30 206.83 142.21 206.36
268,435,488 140.21 206.65 142.32 206.51
536,870,976 140.02 206.79 142.38 206.42
1,073,741,856 139.88 206.44 142.45 206.44
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[Reference]
Memory Copy Performance Measurement Results (4/4)
M 12 threads, with cache cleaning

o)
FUJITSU

Copy size Throughput (GB/sec)
(bytes) Fortran code Fprtra_n code memcpy memcpy h_igh—
with Zfill default speed version
288 0.82 0.83 0.97 0.93
576 1.51 1.50 1.91 1.68
1,056 2.82 2.81 3.33 3.10
2,112 5.69 5.58 6.09 5.71
4,128 11.01 11.05 10.41 10.49
8,256 21.44 20.46 17.33 21.50
16,416 36.04 35.88 25.45 36.04
32,832 61.95 55.93 33.42 60.97
65,568 86.67 75.37 44.53 87.19
131,136 109.33 116.36 65.06 101.73
262,176 123.00 144.29 92.06 121.89
524,352 133.54 167.15 102.95 118.93
1,048,608 141.42 185.02 120.94 130.78
2,097,216 137.25 201.39 132.87 139.55
4,194,336 137.96 197.40 133.33 138.75
8,388,672 138.41 204.53 138.73 141.53
16,777,248 138.96 204.34 139.54 142.39
33,554,496 140.32 205.50 141.09 143.06
67,108,896 139.77 206.85 141.68 204.27
134,217,792 140.28 206.23 141.84 205.77
268,435,488 139.95 206.84 141.98 205.82
536,870,976 140.20 205.95 142.16 206.01
1,073,741,856 139.85 205.48 142.27 206.03
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Summary FUJiTSU

B memcpy high-speed version
m In every case, this version is faster than memcpy default (glibc version).
-> The use of the high-speed version of memcpy is recommended.

m If the copy size (per thread) exceeds 4 MiB, zfill is automatically enabled.

* When one thread is executed (memory is not busy), care needs to be exercised because
the performance drops.

* When 12 threads are executed (memory is busy), the performance improves.
-> Depending on the copy size, zfill may fail to be enabled even when the memory is busy.

B Fortran code

m While the performance is equal to or better than the high-speed version of
memcpy, zfill needs to be set manually.

m Cases when Fortran code is faster than the high-speed version of memcpy
* When the memory is not busy, Fortran code is faster if the copy size is 4 MiB to 1 GiB.

* When the memory is busy, Fortran code with zfill is faster. (Compared to when Zfill is disabled in
the high-speed version of memcpy)
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FUJITSU

Inter-CMG Performance Evaluation

Hardware Overview

About the Specification of humactl (Core, Memory, Interleave)
Throughput Measurement Measurement Conditions

Throughput Measurement Measurement Results (12 Thread Execution)
Measurement Results (48 Thread Execution)

Latency Measurement Measurement Conditions

Latency Measurement Measurement Results

Summary

DGEMM Across CMGs A64FX Implementation

DGEMM Efficiency in Multiple CMGs
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Hardware Overview FUjiTSU

B Memory (HBM)
Four HBM (High Bandwidth Memory)
chips are directly connected to the CPU

LSI. Tofu network  PCle bus
One HBM has a 1024-bit data interface =~ kKKK 1
supporting transfer rates of up to 2 Gbps. | — | fnp”d
The memory bandwidth is 1024 bits (two- controller | |~
way) X 2 Gbps x 4 (HBM), totaling 1024 Goarpox | et \
GB/S /,_viaringbus
5 :
B Inter-CMG connection Ml e e 2
The intra-chip network configuration
interconnecting CMGs is shown here. This is a = =
two-way ring bus network that connects the N d S CMG#1 | g
following six points.
- Four CMGs Tnterront
- Interconnect controller (ICC)/ controller
PCI Express controller Node | _CPU

- Interrupt controller
There are two 64-byte ring buses (two-way),
and the transfer capability of these ring buses
is 128 GB/s x 2 (two-way).
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About the Specification of numactl

(e®)
FUJITSU
(Core, Memory, Interleave) ]
B About the specification of numactl
The numactl command uses the following. CMG Eoe Memory
- Core specification: -C
- Memory specification: -m CMGO | 12 to 23 4
- Interleave specification: —interleave CMG1 | 24 to 35 5
B Example of NUMACt]) | cores) and al she memoriesar CMG2 | 36 to 47/ 6
used. For the specified values, see
the table at thgright. CMG3 48 to 59 7

numactl —C12-59 —-m4-7
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Throughput Measurement Measurement Conditions

B Measurement conditions

Code to be
measured

Number of cores
to be measured
and memory
settings

Compilation
option

Access range

Measurement
values

Pattern

ISomp parallel

- Triad memory access

doj =1, iter
I$omp do
12 core execution (CMGO) Doi=1,n .
- Intra-CMG memory used y(1)=x1(i) + c0 * x2(i)
- Inter-CMG memory used End Do

48 core execution (CMGO to CMG3)
- Demand paging

- Prepaging enddo
- Interleave I$omp end parallel
-Kfast,openmp, Zfill

- Total number of bytes of access arrays: 240 MiB

- bss is used.

- Double precision operation arrays are used.

- Number of innermost loop iterations, array size (n): 10485120
- Number of outer loop iterations (iter): 3

- Memory throughput (GB/s)

* Calculated by the memory access volume divided by the measurement
time.
- Memory throughput peak ratio (%)

* The denominator is 256 GB/s when 12 threads are executed and 1024
GB/s when 48 threads are executed.

Code to be measured

I$Somp end do nowait

o)
FUJITSU
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Throughput Measurement Measurement Results

(12 Thread Execution)

B Intra-CMG memory used

Memory

CMGO
S

B Inter-CMG memory used

Memory g—-Cic2 m I e —

1
N

[=1— CMG Interconnect Bus

>
CMGS 1K= Memory

L d Y

(¢— Shared RING Bus

Memory

CMGO

>
CMG1 > Memory

numactl -C12-23 -m4 (Access to the CMGO memory)
Memory
ML 6 Execute | Specified e throughput
executed d cores | memory P peak ratio
threads (GB/s) o
(%)
12 to 4
12 23 210.8 82.3%
(CMGO) (CMGO0)
numactl -C12-23 -m5 to 7 (Access to the CMG1 to CMG3 memory)
Memory
Number of o Through
eecuted | S | Memory | Q| peak rato
(%)
12 to 23 5
12 (CMGO) (CMG1) 118.5 46.3%
12 to 23 6
12 (CMGO) (CMG2) 120.8 47.2%
12 to 23 7
12 (CMGO) (CMG3) 120.9 47.2%

Interrupt
controller
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Measurement Results (48 Thread Execution) FUjITSU

B Four CMG memories used

) export XOS_MMM_L_PAGING_POLICY=demand:demand:demand
® Demand paging

numactl -C12-59 -m4-7

Number of Executed cores Specified Throughput Memory throughput
executed threads memory (GB/s) peak ratio (%)
12 to 59 4to7
48 (CMGO to 3) (CMGO to 3) 819.7 80.0%
] export XOS_MMM_L_PAGING_POLICY=prepage:prepage:prepage
® Prepaging numactl ~C12-59 —-m4-7
Number of E . Memory ) _ _ -
xecuted SpGlelEd Throughput While 4-7 is set in the memory specification,
executed cores memo (GB/S) throughput peak the declaration is executed with CMGO. This
threads ry ratio (0/0) allocates all the arrays to the memory (4) of
CMGO, preventing the appropriate
12 to 59 4to7 performance from being achieved.
48 99.3 9.7%
(CMGO to 3) (CMGO to 3)
B Interleave numactl —C12-59 --interleave=4-7
Number of o Memory
executed Executed SpeC|f|ed Throughput throughput peak Use interleave if data cannot be
threads cores memory (GB/s) ratio (%) divided on a per-CMG basis due
to the characteristics of the
12 to 59 Interleave application.
48 476.0 46.5%
(CMGO to 3) (CMGO to 3)

B One CMG memory used (reference)

numactl -C12-59 -m4

Number of Specified Throughput Memory throughput
executed threads Executed cores memory (GB/s) peak ratio (%)
12 to 59 4 )
48 (CMGO to 3) (CMGO) 93.2 9.1%
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Latency Measurement Measurement Conditions rujitsu

B Measurement conditions
| ___patternm

Code to be measured Memory access latency measurement

- 1 core execution x 48 cores (all computing cores of CMGO to
CMG3)
Cores to be measured -> Access to the memory inside the CMG
-> Access to the CMGO memory (access to the memory outside
the CMG for cores of CMG1 to CMG3)

Compilation option -Kfast
- bss is used.
Access range - Number of inner loop iterations (NL): 1024

- Number of outer loop iterations (rep): 1

Measurement value Access latency (number of cycles)

Code to be measured

for (i=0;i<rep;i++){
p=0;
for (j =0; j<NL; j++){
p = array[p];
}
ans = p;

b

205 DO NOT REDISTRIBUTE NOR DISCLOSE TO PUBLIC. Copyright 2021 FUJITSU LIMITED



Latency Measurement Measurement Results (1/2)  rufitsu

CMG CMG

B Measurement results il M Nl Il Bl e
(memory access (1)) 12 259.86 36 262.19
13 257.17 37 262.92
numaCt| _m(4 tO 7) 14 259.87 38 262.89
Access to each CMG memory S L = | 20219
16 262.60 40 262.94
17 259.06 41 262.94

0 18 262.42 °R1.87 2 42 263.58 264.54
19 262.22 131ns 43 263.15
20 263.14 44 262.88
Memory | P e ’ Memory 21 265.98 45 265.34
22 262.56 46 262.85
116GBIs —> [~— CMG Interconnect Bus 23 268.71 47 281.17
a 24 256.65 48 262.19
SR 25 256.70 49 259.84
ISR N EI—» HISITERY 26 259.86 50 262.19
27 256.03 51 262.95
28 262.19 52 262.19
29 259.02 53 262.19

_ . : b0 | 2222 | 7 P sa | o228 | %
With respect to the specification S R = | 2ea18
of 150 ns, there is no problem 32 | 263.14 56 | 266.10
with the measurement value of 33 | 26273 57 | 263.58
131 nS. 34 262.48 58 281.16
35 265.35 59 281.17
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o0
Latency Measurement Measurement Results (2/2)  rujitsu

CMG CMG
Latency Latency

B Measurement results il IS v Il e B v
12 259.86 36 423.55
(memory access (2)) 13 257.17 37 423.52
numaCU _m4 14 259.87 38 423.52
Access to the CMGO memory | 29906 = | e
16 262.60 40 424.16
17 259.06 41 423.52

0 18 262.42 187 2 42 436.25 429,96
19 262.22 131ns 43 436.25
20 263.14 44 437.00
Mermory Memory 21 265.98 45 436.25
CMG2 RTI| )\ CMG3 22 26256 46 43625
115GBIs —> ~— CMG Interconnect Bus 23 268.71 47 436.25
| e R 24 387.24 48 423.57
- l . 25 387.88 49 423.52
Memory & ram e | I M e 26 388.93 50 423.54
| ] 27 387.22 51 424.29
28 388.93 52 424.10
29 387.24 53 423.52

' 30 | 388.98 369,86 ’ 54 | 436.46 ~%

Reference vaI_ues for thread 7 | ses0c = | ase4s | | 215ns
parallel processing across CMGs 32 | 30326 56 | 436.25
and intra-node MPI 33 393.26 57 | 436.25
communication performance 34 | 39326 %8 | 43625
35 393.28 59 436.25
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Summary FUJiTSU

M In the case of local access (memory access only to the local CMG)

B There is no performance problem as efficiency of 80% or more is achieved when
12 or 48 threads are executed.

B There is no problem with the recommended 4-process, 12-thread execution.

B In the case of global access (memory access made to other CMGs as well)

® There is a bottleneck in the inter-CMG bus performance (peak at 128 GB/s in the
case of 2.0 GHz).

B When only one CMG has memory and the other three CMGs access that
memory, the performance may be up to 100 GB/s or so.

B Whether the appropriate performance can be achieved when 48 threads
are executed depends on the application.

-> |t is necessary to identify the characteristics of the application and consider
executing interleave.
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DGEMM Across CMGs A64FX Implementation FUJITSU

B Proposed division for a multitude of cores

Use different matrix division dimensions for CMGs
and cores, respectively.

L2 of CMGO
i , Core core COr€ core core core
i 0 :1...:15 o .1 .,... 15
,’:’ i : : : —'\I‘— : _.;"~
=" : ! ! ! g
> - ; ; ; !Computed byCMGOJ
Copy to work area Load to L2 of each CMG : : : ~"‘.~—— : ——‘:"’
A I X B . C
i ) | T | ‘——-'P-‘—-.
S N : : : | o~ -~
Copy to work area | '(Corﬂputed 2 CMG]‘ |
~..__ - __{_—
L2 of CMG1

Instead of assigning threads to one dimension, assign them to two
dimensions separately in units of a CMG and in units of a core. This
reduces the unnecessary movement of entries between cores.
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DGEMM Efficiency in Multiple CMGs FUjiTSU

m A drop in performance in the Measured with the A64EX
range where the value is large

(N = 7000 to 8000) is 1.5%

_ 100%
when changing from one CMG to
two CMGs and 5% or so when 90%
changing from one CMG to four 80%
CMGs.
70%
® Improvement from one- oo '

dimension division
In the 48th one-dimension 50%
division, only the side of N is

divided into 48 narrow parts, 40%
resulting in a huge drop in 30% 12th (1CMG)
performance. This has been 24th (2CMG)
. 0,
improved. 20% —e— 48th (4CMG, 1D division)
(In one-dimension division, the lines in the 10%
graph are jagged because of register 0 o~ 48th (4CMG)
blocking and surplus threads.) 0% °

® Why performance declines even 0 2000 4000 6000 8000
after the improvement N

m Performance drops because the size per
CMG becomes smaller.

m Lower performance results from the
original matrix data spanning CMGs.
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FUJITSU

OpenMP Overhead Evaluation

® Two OpenMP libraries (LLVM version and Fujitsu version)
B Performance of Fujitsu OpenMP Library

B Basic performance of LLVM OpenMP and Fujitsu OpenMP
Libraries

B Stream benchmark performance: each compiler x library
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Two OpenMP libraries 0
(LLVM version and Fujitsu version) (1/2) FUJITSU

B The LLVM OpenMP library is an OpenMP library based on the LLVM
OpenMP Runtime Library extended for the A64FX.

OpenMP Library m Supported Functions

OpenMP 4.5 and Parts of 5.0
-Nlibomp  Hardware barrier(Default is Software barrier)
(default)  Sector cache

Bind to core (default)

OpenMP 3.1

Hardware barrier

Sector cache

Bind to core (Default when execute on job)

LLVM OpenMP library

Fujitsu OpenMP library -Nfjomplib

B Compiler combination
®m The object files(.0) are common in Fortran and C/C++ Trad Mode, and libraries
used can be specified with the —Nlibomp/-Nfjomplib option.
(If Clang Mode object files are included, only —Nlibomp option is available)

Trad Mode Clang Mode

-Nlibomp Available Available Available
-Nfjomplib Available Available Not available
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Two OpenMP libraries

o)
(LLVM version and Fujitsu version) (2/2) FUJITSU

B Selection method
m Specify in compiler option when linking.
* -Nlibomp (default) : Use LLVM OpenMP Library
* -Nfjomplib : Use Fujitsu OpenMP Library

B Difference in specifications
® Thread stack size

Environment
variables for resizing

Default size

-Nlibomp 8MiB OMP_STACKSIZE
Inherit the process stack size. OMP_STACKSIZE
_Nfiomplib If the stack size of the process is or
Jjomp specified as unlimited. THREAD_STACK_SIZE

(Memory size / Number of threads) / 5
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Performance of Fujitsu OpenMP Library (1/3) rujitsu

B Typical directive performance comparison

OpenMP Microbench K FX100 A64FX
Units: microsecond (8T) (16T) (12T)
DO overhead 0.090 0.120 0.121
PARALLEL_DO overhead 0.400 0.542 0.461
BARRIER overhead 0.090 0.106 0.113
REDUCTION overhead 0.780 1.154 0.957
Performance of OpenMP Microbench
1.4
1.2
1.0
0.8
0.6
0.4
0.0 = BN - N
DO overhead PARALLEL_DO  BARRIER overhead  REDUCTION
overhead overhead
m K m FX100 5 AG4FX
(8T)  (16T)  (12T)
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Performance of Fujitsu OpenMP Library (2/3) rujitsu

B Performance comparison (Per Thread)

[microsecond] OpenMP Microbench [microsecond] OpenMP Microbench
DO overhead 4#&E PARALLEL_DO overhead g
1.2 4.0
1.0
3.0
0.8
0.6 2.0
0.4
o 1.0
0o - M m momx mr §1 0.0||I||I|||
1 2 3 4 6 8 12 16 24 32 36 48 1 2 3 4 6 8 12 16 24 32 36 48
mK BFX100 = A64FX mK HFX100 = AG64FX
[microsecond] OpenMP Microbench [microsecond] OpenMP Microbench
BARRIER overhead "4#E REDUCTION overhead 4gg
1.2 5.0
1.0 4.0
0.8
3.0
0.6
2.0
0.4
TR
o0 - M m m my mwar 1 O_Oullll
1 2 3 4 6 8 12 16 24 32 36 48 1 2 3 4 6 8 12 16 24 32 36 48

EK ®mFX100 ®=A64FX K EFX100 ®=A64FX
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Performance of Fujitsu OpenMP Library (3/3) rujitsu

B Performance comparison (Per Thread)

OpenMP
Microbench Number of threads
Units:
microsecond 1 2 3 4 6 8 |12 116 | 24 | 32 | 36 | 48
K 0.090
DO overhead | FX100 0.023/0.092|0.097/0.097(0.107 0.115/0.120 0.130
AB4FX 0.014|0.103|0.103/0.103(0.108 0.121 0.778 0.983 | 1.049
K 0.400
PAEéeLthEe';—dDO FX100 0.309|0.466|0.358|0.535(0.478 0.535|0.542 0.701
AB4FX 0.236|0.422|0.422|0.464(0.471 0.461 2.283 2.774 | 3.004
K 0.090
g\f‘eiﬁég'z FX100 0.016|0.081|0.087|0.088(0.092 0.101/0.106 0.119
AB4FX 0.012/0.097|0.097|0.097[0.098 0.113 0.773 1.008 | 1.049
K 0.780
RE\[/)éJrﬁZ;aN FX100 0.317/0.769|0.794|0.835|0.899 1.073|1.154 1.717
AB64FX 0.292/0.670/0.732(0.850|0.875 0.957 3.390 4.182 | 4.589
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Basic performance of LLVM OpenMP and Fujitsu

o)
- - FUJITSU
OpenMP Libraries ]
Run time(microsecond) )
lib e b hardware barrier
Processing lotnn’p yonnip)l comparison
software | hardware | hardware |(libomp/fjomplib)
barrier barrier barrier \
PARALLEL 2.95 2.24 0.43 5.25
DO/FOR 1.60 0.13 0.13 0.97 bPARA'aLE'.-ﬂfyntat).‘ Sho“hld
PARALLEL DO/FOR | 2.95 2.23 0.45 5.00 € use V‘I'_'walag 'OnMV‘I’D €n
BARRIER 1.55 0.12 0.12 1.00 usl!rl;g o fperll
SINGLE 1.68 1.37 0.60 2.26 ibraries(default)
CRITICAL 0.32 0.32 0.66 0.49
LOCK/UNLOCK 0.32 0.32 0.48 0.67
ORDERED 0.32 0.32 0.28 1.12
ATOMIC 0.65 0.69 0.69 1.00
REDUCTION 4.63 2.59 0.95 2.72
ém;;rosecond) OpenMP Microbench (Fortran, 12 Thread Execution) 00
5.00 5.25 5.00 mmm |ibomp(software barrier) mm |ibomp(hardware barrier) 5.00
4.00 fijomplib(hardware barrier) hardware barrier comparison 4.00
(libomp/fjomplib)
3.00 3.00
2.72
2.00 226 2.00
1.00 |_u.y7 |_ +-69 . —= 112 +-66 1.00
0/49 '
0.00 [ [ [ [ .l 0.00
3 Y c N
PARP\,LEL DO,F:);P\,\,E\”DO’FOR pRRIE NG e o C\L,\)&LOC QR0 sTOV ?\Eo\)cﬂo
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Stream benchmark performance:

each compiler x library
B Performance comparison between C(trad/clang) and Fortran

-> Performance is equivalent

o)
FUJITSU

Best Rate (MB/s)

C/Fortran stream Triad Best Rate (MB/s)
( STREAM_ARRAY_SIZE : 50000000)

900,000
Fortran 13t PA Zfill
soEe The numactl specification is:
800,00C BEEEEEEEEEERED ‘01t ~ 12t : numactl-m4 -C12
soeoz o REHE = +13t ~ 24t : numactl -m4-5 -C12-23
<24t ~ 36t : numactl -m4-6 -C12-35
700,00 o A HHHHHHHHHHHH I .37t ~ 48t : numactl -m4-7 -C12-47
. o
600,000 L e MLl >
Q) 2.06-02
)
+J —~
O] = <
500,00 M e i i i
- - - H H No fill
Dmo}z;;;zzgzzieri &
F‘\Dg— CMG
300.00¢ Crossin =o—D C trad @ F trad =03 C trad
! ' fjomplib fjomplib fjomplib
+ Zfill + Zfill
| —o—@ F trad ® C trad ® F trad
200,000 ] fjomplib libomp libomp
With 8 threads, the el + Zfill
throughput will b_e 16_5-7 —e— 7 C trad —8—@® F trad —o—© Cclang !
100,000 GB/s per core, with linear libomp libomp libomp '
improvements going .
forward. Number of threads (1 - 48) |
Y N memeneeg NN aSNEARANANNERNRRSANAR RSP RRS YIS
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Revision History

B Revision History

Version Date Details
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1.2 Sep 30, 2020 - Correc_tlng typogr_aphlcal errors and
expressions by reviewing articles

13 Mar 31, 2021 - Correc_tlng typogr_aphlcal errors and
expressions by reviewing articles

1.4 Aug , 2021 - Modified thg glibc article for “Memory Copy
Performance” pages

o)
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