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Bologna the city of …

…Datacentres. 

https://www.cineca.it/


Bologna Science Park 

EuroHPC Pre-Exascale

@2021

Italian Exascale @2025

https://www.cineca.it/
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7Cineca - SuperComputing Applications & Innovations

> 250 PF
> 20PF

~10MW

Fund Allocated

120M€

1ExaF
~20MW

RoadMap

EuroHPC



EuroHPC hosting @ Bologna Science Park

Cineca - SuperComputing Applications & Innovations

ECMWF

Cooling equipment
3MW (2020) -> 5MW(2023)

Computer Rooms 
10MW (2020) -> 20MW (2023)

PUE < 1.1

8MW hot water DLC
Compute nodes

2MW AIR Cooled
Storage + Ancillary

Partnership

Partnership



Energy Efficiency and Management Objectives:

Sanzio Bassini, september 2018 Cineca - SuperComputing Applications & Innovations 9

Objectives of interest:

(i) Enable correlation between power consumption and system workload; 

(ii) Enable dynamic power capping with graceful performance degradation of the system;

(iii) Provide capability to optimize the job execution environment for better energy efficiency; 

(iv) Provide energy accounting mechanism; 

(v) Allow energy profiling of applications to enable EtS optimization without TtS degradation

The HPC solution: 

• Reliable power and energy measurement at different level (CPU, node, rack) & at high frequency

• Interfaces for integration with:

• resource scheduler for energy accounting mechanism & power capping

• holistic monitoring frameworks for datacentre automation

The Datacentre solution:

• Features an energy management system (EMS) to monitor, measure and control the loads.

• Centrally control cooling devices (HVAC type, etc.) and lighting systems

• Enables site’s energy reporting and optimization w. measurement, submetering and monitoring functions
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Performance
Analysis

Scalable Moniitoring
Framework

Machine
Learning

Data
Visualization

Resources 
Management

Energy 
efficiency

Job
Scheduling

Heterogeneous 
Sensors

Common Interface

CRAC

PDU

CLUSTER
Reactive and Proactive

Feedbacks

ENV.

Datacentre Automation



Fine Grain Power and 
Performance Measurements:

- Verify and classify node performance
- In spec / out of spec behaviour
- Miss configuration
- Aging and wear out

- Detect security hazards

- Predictive maintenance

Coarse grain

Fine grain

CPU

CPU

ACC ACC

Node

DIMMDIMMDIMM

Performance Counters:
- Node components
- Microarchitectural events

AI

Usage Scenario #1 – Anomaly detection
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Usage Scenario #2 – Energy Efficiency



Scalable Data Collection, Analytics

https://github.com/EEESlab/examon
F. Beneventi et al., “Continuous learning of HPC infrastructure models using big data analytics and in-memory processing tools”
A. Bartolini et al, “The DAVIDE Big-Data-Powered Fine-Grain Power and Performance Monitoring Support”

https://github.com/EEESlab/examon


Scalable Data Collection and Analytics

Cassandra Column Family

MQTT Publishers
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{Key,Value} = TS, Measurement

Topic = /davide/node1/Metric



ExaMon: Batch & Streaming & Edge

examon-client
(REST)

(Batch)

Pandas
dataframe

Bahir-mqtt
(Spark connector)

(Streaming)

Examon Today: Ganglia, Confluent, Nagios, IPMI, DiG
1M metrics monitored

~8K computing nodes 
70GB/day of Data



Datacenter Automation Design and Bottlenecks

Centralized 
Monitoring

& 
Analytics

Edge Analytics

Low 
Data-Rate

Huge 
Data-Rate

Centralized 
Monitoring

& 
Analytics

Bottlenecks:
• Network BW
• Storage
• SW Overhead

Infrastructure Sensors (e.g., CRAC, PDU, Etc.)

Node-1 Node-n Node-nNode-1

Infrastructure Sensors (e.g., CRAC, PDU, Etc.)

Stream Analytics

[AICAS18] Borghesi et al. Online Anomaly Detection in HPC Systems
[DAAC18] Libri et al. DiG: Enabling Out-of-Band Scalable High-Resolution Monitoring nalytics, Automation, and Control
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IIS - D-ITET - ETH Zurich

Antonio Libri
19

DiG = High Frequency Monitoring on D.A.V.I.D.E.

OCP form factor compute node
based on IBM Minsky

2xIB EDR

LIQUID COOLING

4x                           Tesla 
P100 HSMX2

BusBar

2 x             POWER8 
with NVLink

ETH Zurich / Univ. of Bologna 
SoA out-of-band 

High Resolution Power 
and Performance MonitoringDiG

Antonio Libri

[DAAC18] https://arxiv.org/abs/1806.02698

D.A.V.I.D.E - PRACE PCP III
x45 ~1PFlop
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Broker
MQTT

DiG

MQTT

Pow_pub IPMI_pub OCC_pub

DiG SW Daemons

PSU_pub Cooling_pub

D.A.V.I.D.E. Front-End

Power: 
• 50KHz Sampling Rate
• 1s,1ms → to Central Unit (45 kS/s)
IPMI: 89 metrics per node every 5sOCC: 242 metrics per node every 10s

IPMI

Liteon
Overall Rack info 
(e.g., Total Power)

Asetek

Info Liquid Cooling

Slurm_pub

DiG = High Frequency Monitoring on D.A.V.I.D.E.
[DAAC18] Libri et al. 2018. DiG: Enabling Out-of-Band Scalable High-
Resolution Monitoring for Data-Center Analytics, Automation and Control
[ANDARE18] Libri et al. 2018. Evaluation of NTP / PTP Fine-Grain 
Synchronization Performance in HPC Clusters
[AICAS18] Borghesi et al. Online Anomaly Detection in HPC Systems



IIS - D-ITET - ETH Zurich

21

Application 1

Application 2

Spectral signature of an 
application!

Real-time Frequency analysis on power supply  and more…a live oscilloscope
• For instance, using the FFT we plot the power spectral density of the power 

benchmark of two applications, and we can distinguish them by the harmonics 
present in each of the signals

Low overhead, accurate monitoring

Interesting feature for node level 
and system level 

Intrusion Detection System [IDS] !

PSD can be computed on the edge
On-going research: IDS based on 

in real-time PSD 



Anomaly Detection
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[EAAI19] Borghesi et. al «A semisupervised autoencoder-based approach for 

anomaly detection in high performance computing systems»

[AICAS18] Borghesi et al. «Online Anomaly Detection in HPC Systems»

Not only power spectral 
densities, but also  
heterogenous sensors. 

How to leverage them in 
real-time for anomaly 
detection ?



Auto-encodersAuto-encoders

An auto-encoder is a neural network that learns a representat ion of

the input through which it is possible to reconst ruct the input

[Figure by R. Salakhutdinov]

It is an example of unsupervised learning !

Marco Lippi Deep Learning 22 / 87

An auto-encoder is a neural network that learns a representation of its input and

is capable to reconstruct it

Unsupervised learning

Minimize the reconstruction error

IDEA: train an autoencoder with the normal behavior of a HPC 
system and use its reconstruction  error to detect anomalies



Threshold-Based Detection (1)

❑ How to discriminate anomalous data points from normal ones using 

the reconstruction error?

❑ Key observation: the errors distributions of normal examples and 

anomalous examples are very different



Comparison with semi-supervised techniques

12% improvement compared to 2nd best 

technique

[EAAI19] Borghesi et. al «A semisupervised autoencoder-based approach for 

anomaly detection in high performance computing systems»
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Application-aware energy management 

𝑭𝒎𝒊𝒏

𝑭𝒎𝒂𝒙

MPI nAPP

Time

MPI

COUNTDOWN is a tool to identify and automatically reduce the power 

consumption of the computing elements during communication and MPI primitives. 

It is based on ultra fine grain capabilities for profiling.

COUNTDOWN does not impact on the application tasks but only on the 

communication phases!



Reactive policy without MPI phase awareness!

> 500us APP/MPI phases manifest sensitivity to DVFS changes

Application Phases MPI Phases
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None DVFS 

changes!

Dual socket Intel Haswell E5-

2630 v3, 8 cores at 2.4 GHz (16 

cores), 

85W TDP, 128 GB DDR3 RAM



Intel DVFS Power Manager

500us

Today’s HW power manager of Intel Architectures is quite slow in frequency variation!

Literatures studied this mechanism and, for reverse engineering, discovered a 500us 

latency!

*

* Intel Broadwell architectures as well!



COUNTDOWN Approach
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COUNTDOWN implement an asynchronous mechanism 
based on a callback/timer to reduce the core’s frequency 
after 500us in MPI primitives.

https://github.com/eeeslab/countdown

https://github.com/eeeslab/countdown


Multi Node - Target System
Galileo v1: Tier-1 HPC system based on an Lenovo 
NeXtScale cluster 

Marconi A1 (Galileo v2): Tier-0 HPC system 
based on an Lenovo NeXtScale cluster 

516 Nodes: Dual socket Intel Haswell E5-2630 v3 CPUs with 
8 cores at 2.4 GHz (85W TDP), DDR3 RAM 128 GB 400 Nodes: Dual socket Intel Broadwell E5-2697 v4 CPUs 

with 18 cores at 2.3 GHz (130W TDP), DDR4 RAM 128 GB

NAS Benchmarks OMEN FORECASTING SYSTEM



Experimental results - QE PWscf

Computing Resources: 3456 Cores (96 nodes)

QuantumEspresso PWscf
• QE-PWscf-EU: Expert User
• QE-PWscf-NEU: Not Expert User

Overhead: <6% 

Energy/Power Saving: 22% - 43%

http://arxiv.org/abs/1806.07258
https://github.com/eeeslab/countdown

Promising results.  

In production, only

for a restricted set of 

users and low SLA.

Working to create

safe job scheduler

integration.

http://arxiv.org/abs/1806.07258
https://github.com/eeeslab/countdown


Conclusion & Future Works

• Holistic and Fine Grain Monitoring feasible w. Open Source and Scalable 
of the shelf tools

• Challenge in the effective usage and knowledge extraction from the 
monitored data

• Fine Grain monitoring - AI and ML can leverage the infrastructure toward 
datacentre automation.

• Fine Grain power management can lead to important energy saving 
without sacrificing performance.

• Future works:
• Scale up anomaly detection to datacentre level, and to security hazards

• Fine-grain energy saving for other architectures and heterogenous nodes
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